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Abstract

In this article, we study the hyperbolic Anderson model driven by a space-time colored
Gaussian homogeneous noise with spatial dimension d = 1,2. Under mild assumptions,
we provide LP-estimates of the iterated Malliavin derivative of the solution in terms of the
fundamental solution of the wave solution. To achieve this goal, we rely heavily on the
Wiener chaos expansion of the solution.

Our first application are quantitative central limit theorems for spatial averages of the
solution to the hyperbolic Anderson model, where the rates of convergence are described by
the total variation distance. These quantitative results have been elusive so far due to the
temporal correlation of the noise blocking us from using the It6 calculus. A nowvel ingredient
to overcome this difficulty is the second-order Gaussian Poincaré inequality coupled with
the application of the aforementioned LP-estimates of the first two Malliavin derivatives.
Besides, we provide the corresponding functional central limit theorems.

As a second application, we establish the absolute continuity of the law for the hyperbolic
Anderson model. The LP-estimates of Malliavin derivatives are crucial ingredients to verify a
local version of Bouleau-Hirsch criterion for absolute continuity. Our approach substantially
simplifies the arguments for the one-dimensional case, which has been studied in the recent
work by Balan, Quer-Sardanyons and Song (2019).
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1 Introduction

One of the main tools of modern stochastic analysis is Malliavin calculus. To put it short, this is
a differential calculus on a Gaussian space that represents an infinite dimensional generalization
of the usual analytical concepts on an Euclidean space. The Malliavin calculus (also known as
the stochastic calculus of variations) was initiated by Paul Malliavin [23] to give a probabilistic
proof of Hormander’s “sum of squares” theorem. It has been further developed by Stroock,
Bismut, Watanabe and others. One of the main applications of Malliavin calculus is the study
of regularity properties of probability laws, for example, the laws of the solutions to certain
stochastic differential equations and stochastic partial differential equations (SPDEs), see e.g.
[29, Chapter 2]. The Malliavin calculus is also useful in formulating and interpreting stochastic
(partial) differential equations when the solution is not adapted to a Brownian filtration, which
is the case of SPDEs driven by a Gaussian noise that is colored in time.

Recently, the Malliavin calculus has found another important application in the work of
Nualart and Ortiz-Latorre [30], which paved the road for Stein to meet Malliavin. The authors
of [30] applied the Malliavin calculus (notably the integration by parts formula) to characterize
the convergence in law of a sequence of multiple Wiener integrals, and they were able to give
new proofs for the fourth moment theorems of Nualart, Peccati and Tudor [32, 38]. Soon after
the work [30], Nourdin and Peccati combined Malliavin calculus and Stein’s method of normal
approximation to quantify the fourth moment theorem. Their work [26] marked the birth of the
so-called Malliavin-Stein approach. This combination works admirably well, partially because
one of the fundamental ingredients in Stein’s method—the so-called Stein’s lemma (2.6)—that
characterizes the normal distribution, is nothing else but a particular case of the integration by
parts formula (2.5) in Malliavin calculus. We refer interested readers to [45, Section 1.2] for a
friendly introduction to this approach.

The central object of study in this paper is the stochastic wave equation with linear Gaussian
multiplicative noise (in Skorokhod sense):

9%u .

5 = Au +uW J

ot o on Ry x R? for d € {1,2}, (1.1)
u(0,2) =1, E(O,x) =0

where A is the Laplacian in space variables and the Gaussian noise W has the following corre-
lation structure

E[W (t,2)W (s,y)] = 20(t — s)v(x —y),

with the following standing assumptions:
(1) 70 : R — [0, 00] is locally integrable and non-negative definite;

(ii) 7 is a non-negative and non-negative definite measure on R? whose spectral measure y'
satisfies Dalang’s condition:

1
/]Rd Tmzu(dﬁ) < 00, (1.2)

where |£| denotes the Euclidean norm of ¢ € RY,

!The spectral measure p of 7 is a tempered measure on R? such that v = Fu, that is, «y is the Fourier transform
of u, and its existence is guaranteed by the Bochner-Schwarz theorem.



An important example of the temporal correlation is the Riesz kernel yo(t) = [¢|7*° for some
ag € (0,1) (with 4(0) = c0).

Equation (1.1) is also known in the literature as the hyperbolic Anderson model, by analogy
with the parabolic Anderson model in which the wave operator is replaced by the heat operator.
The noise W can be formally realized as an isonormal Gaussian process W = {W(¢) : ¢ € H}
and here H is a Hilbert space that is the completion of the set C¢° (R+ x R?) of infinitely
differentiable functions with compact support under the inner product

G = [, ota)ils st = s)(a — pitdadsdy (13)

= [, dtaso(t =) | dwo(t.a)[i(s. o) 53] (z), (L4

2
RY

where we write y(x) for the density of + if it exists and we shall use the definition (1.4) instead
of (1.3) when ~ is a measure. In (1.4), % denotes the convolution in the space variable and
Y0(t) = Yo(—t) for t < 0. We denote by H®P the pth tensor product of H for p € N*, see Section
2 for more details.

As mentioned before, the existence of a temporal correlation vy prevents us from defining
equation (1.1) in the It6 sense due to a lack of the martingale structure. In the recent work
[4] by Balan and Song, the following results are established using Malliavin calculus. Let Gy
denote the fundamental solution to the corresponding deterministic wave equation, that is, for
(t,2) € (0,00) x RY,

1 .
51{|z\<t} ifd= 1;
Gi(z) := 1 ] (1.5)
—1{\z|<t} if d=2.
2my\/t? — |z|?
To ease the notation, we will stick to the convention that
Gt(z) =0 when ¢t < 0. (1.6)

Definition 1.1. For d € {1,2}. We say that a square-integrable process u = {u(t,x) : (t,z) €
R, x R4} is a mild Skorokhod solution to the hyperbolic Anderson model (1.1) if u has a jointly
measurable modification (still denoted by u) such that sup{E[u(t,z)?] : (¢t,z) € [0,T] x R?} < oo
for any finite 7; and for any ¢ > 0 and x € R?, the following equality holds in L?():

u(t,z) =1+ /0 y Gi—s(z — y)u(s,y)W(ds, dy),

where the above stochastic integral is understood in the Skorokhod sense and the process (s,y) €
Ry x R — 1(94(s)Gi—s(z — y)u(s,y) is Skorokhod integrable. See Definition 5.1 in [4] and
Definition 1.1 in [3].

It has been proved in [4, Section 5] that equation (1.1) admits a unique mild Skorokhod
solution u with the following Wiener chaos expansion:

u(t,2) =1+ Y In(feam), (1.7)

n>1



where I,, denotes the nth multiple Wiener integral associated to the isonormal Gaussian process
W (see Section 2 for more details), fizn € H®" is defined by (with the convention (1.6) in
mind)

ft,x,n(tlu L1y 7tn7 xn) = Gt—tl (x - xl)th—tQ (1:1 - 352) te th—l_tn (:En—l - x’n)v (18)

and ftmn is the canonical symmetrization of f; ., € HE™ given by

~ 1
ft,:p,n(tla T1, by, Ty) = nl Z ft,x,n(to(1)7$a(1)7 ce 7t0(n)a xa(n))? (1.9)
oeGy
where the sum in (1.9) runs over &, the set of permutations on {1,2,...,n}. For example,

ftai(ti,21) = Giy, (x — x1) and
= 1
fra2(tr, w1, b2, 22) = ) <Gt—t1 (# = 21)Ghy—ty (21 — 22) + Gty (x — 22)Gy—y, (12 — xl)).
Now let us introduce the following hypothesis when d = 2:

(a) v € LY(R?) for some ¢ € (1,00),

(b) y(x) = || 77 for some § € (0,2),

(c) y(w1,x9) = m(21)y2(22), where 7;(x;) = |ai| =P or 7; € L% (R)
for some 0 < ; <1 < ¥; < +00,1=1,2.

(H1)

Remark 1.2. (i) Note that condition (a) for d = 2 is slightly stronger than Dalang’s condition
(1.2). In fact, when d = 2, the paper [19] pointed out that Dalang’s condition (1.2) is equivalent
to

/|<1 In(|z| 1)y (x)dz < oo; (1.10)

let ¢* = ;4 and 0 < e < 1/¢*, then there is some § € (0,1) and a constant C. such that

In(|z|™) < Cc|x|~¢ for any |z| < §, from which we deduce that

/ In(|z| Yy (z)dz < ln(él)/ y(z)dz + C; |z| "y (x)dz
lz|<1 0<|z|<1 |z|<o

16+
< ln(5‘1)/ Y(@)dz + el L re (/ \xl‘d*dx> < 00,
s<lz|<1 |z[<d

(ii) The case (c) in Hypothesis (H1) is a mixture of cases (a) and (b). Accordingly, more
examples of the noise W arise. In the space variables, W can behave like a fractional Brownian
sheet with Hurst indices greater than 1/2 in both directions, i.e. y(x1,x9) = |xq |21 72 |2y 2272
for some Hy, Hy € (1/2,1).

(iii) For d = 1 we just assume that 7 is a non-negative and non-negative definite measure on R.
In this case (see, for instance, Remark 10 of [13]) Dalang’s condition is always satisfied.

Under Hypothesis (H1), we will state our first main result — the LP(2) estimates of the
Malliavin derivatives of u(t,z). The first Malliavin derivative Du(t,x) is a random element in
the Hilbert space H, the completion of C° (]R+ x R%) under the inner product (1.3); as the space
H contains generalized functions, it is not clear at first sight whether (s,y) — Dsju(t, x) is
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a (random) function. The higher-order Malliavin derivative D™u(t,z) is a random element in
HE™ for m > 1, see Section 2 for more details.

Let us first fix some notation.

Notation A. (1) We write a < b to mean a < Kb for some immaterial constant K > 0.
(2) We write || X||, = (E[]X]p])l/p to denote the LP(2)-norm of X for p € [1, 00).
(3) When p is a positive integer, we often write 2, = (21,...,2p) for points in R or R and
dzp = dz1 -+ dzp, p(d2zp) = p(dz1) -+ - u(dzp). For a function h : (Ry x R?)P — R with p > 2, we
often write

h(sp,Yp) = h(S1,-- - 8p, Y1, Yp) = h(S1,Y1,- .., 5p, Up),

which shall not cause any confusion. For m € {1,...,p — 1} and (8m,ym) € R} x R4 the
expression h(Sm,Ym;®) stands for the function

(tla T1,--- atpfma lipfm) — h(Sl, Yiy- -5 Sms Ym, tla T1y--- atpfma -Tpfm) = h(smametp—mvmp—m)-
Now, with the above notation in mind, we are in the position to state the first main result.

Theorem 1.3. Let d € {1,2} and suppose that Hypothesis (H1) holds if d = 2. Then, for any
(t,z) € Ry x R?, the random variable u(t,z) belongs to D> (see Section 2.1). Moreover, for
any integer m > 1, the mth Malliavin derivative derivative D™u(t,x) is a random symmetric
function denoted by

(8m,Ym) = (51,91, -+, Sm> Ym) — Dy Dy yo - - - D,y ynun(t, x) = D u(t, x),

Sm,Ym

and for any p € [2,00), we have, for almost all (8m,ym) € [0,t]™ x R™,
m!ﬁ,x,m(SM7ym) S HDQZ,L,me(ta x)Hp S ﬁ,x,m(SM7ym)7 (111)

where the constant in the upper bound only depends on (p,t,~o,7v,m) and is increasing in t.
Moreover, D™u(t,x) has a measurable modification.

Throughout this paper, we will work with the measurable modifications of Du(t,z) and
D?u(t, r) given by Theorem 1.3, which are still denoted by Du(t,z), D?u(t, z) respectively.

In this paper, we will present two applications of Theorem 1.3. Our first application are
quantitative central limit theorems (CLTs) for the spatial averages of the solution to (1.1), which
have been elusive so far due to the temporal correlation of the noise preventing the use of It
calculus approach. A nowvel ingredient to overcome this difficulty is the so-called second-order
Gaussian Poincaré inequality in an improved form. We will address these CLT results in Section
1.1. While in Section 1.2, as the second application, we establish the absolute continuity of the
law of the solution to equation (1.1) using the LP-estimates of Malliavin derivatives that are
crucial to establish a local version of Bouleau-Hirsch criterion [6].

1.1 Gaussian fluctuation of spatial averages

Spatial averages of SPDEs have recently attracted considerable interest. It was Huang, Nualart
and Viitasaari who first studied the fluctuation of spatial statistics and established a central
limit theorem for a nonlinear SPDE in [16]. More precisely, they considered the following one-
dimensional stochastic heat equation

ou 1 .

— = -A 1.12
5 = 3 u+ o(u)W ( )



on Ry x R, where W is a space-time Gaussian white noise, with constant initial condition
u(0,e) = 1 and the nonlinearity o : R — R is a Lipschitz function. In view of the localization
property of its mild formulation (in the Walsh sense [44]),

u(t, @) =1+ /0 /R Pis( — y)o (uls, y)) W (ds, dy), (1.13)

with p; denoting the heat kernel?, one can regard u(t, ) and u(t,y) as weakly dependent random
variables for x,y far apart so that the integral

R
/ [u(t, z) — 1]dz
"R

can be roughly understood as a sum of weakly dependent random variables. Therefore, it is
very natural to expect Gaussian fluctuations when R tends to infinity.

Let us stop now to briefly fix some notation to facilitate our discussion.

Notation B. (1) For ¢t > 0, we define, with By := {x €¢ R?: |z| < R},

Fr(t) ::/B [u(t,z) — 1]dz and og(t) = y/Var(Fg(t)). (1.14)

(2) We write f(R) ~ g(R) to mean that f(R)/g(R) converges to some positive constant as
R — oo.

(3) For two real random variables X,Y with distribution measures p, v respectively, the total
variation distance between X, Y (or u,v) is defined to be

drv(X,Y) = sup |u(B) —v(B)], (1.15)

where the supremum runs over all Borel set B C R. The total variation distance is well known
to induce a stronger topology than that of convergence in distribution, see [27, Appendix C].
(4) We define the following quantities for future reference:

wi =2, wp=m, and kgg:= /2d dzdy|z — y|P1p,(x)1p,(y) for B € (0,d). (1.16)
R

(5) For an integer m > 1 and p € [1,00), we say F' € D™P if F' is m-times Malliavin differentiable
random variable in LP(2) and E[||DjFH€_l®j] < oo for every j = 1,...,m; see Section 2.1 for
more details.

Now let us illustrate the strategy in [16]:

e The authors first rewrite Fr(t) = 6(V;, g) with the random kernel

Vi r(s,) = o(u(s, ) /B Prs(a — y)de,

where ¢ denotes the Skorokhod integral, the adjoint of the Malliavin derivative D.

e By standard computations, they obtained o%(t) ~ R.

2pe(z) = (27’l’t)7d/267|1"2/(2t) for t >0 and z € R% in (1.13), d = 1.



o If F = §(v) € DY? is a centered random variable with variance one, for some v in the
domain of §, the (univariate) Malliavin-Stein bound (see [16, Proposition 2.2]) ensures

that dyv(F, Z) < 2y/Var((DF, v)y) for Z ~ N(0,1).

e Combining the above points, one can see that the obtention of a quantitative CLT is
reduced to the computation of Var((DFg(t), Vi, r)n)-

Because the driving noise is white in time as considered in [16], tools from It6 calculus (Clark-
Ocone formula, Burkholder’s inequality, etc.) are used to estimate the above variance term. It
is proved in [16] that dyvy (Fgr(t)/or(t), Z) < R™'/2. Meanwhile, a multivariate Malliavin-Stein
bound and similar computations lead to the convergence of the finite-dimensional distributions,
which coupled with the tightness property gives a functional CLT for {R™Y/2Fg(t) : t € R, }.

The above general strategy has been adapted to various settings, see [11, 12, 17, 20, 21, 39]
for the study of stochastic heat equations and see [5, 14, 36] for the study of stochastic wave
equations. All these references consider a Gaussian noise that is white in time. Nevertheless,
when the Gaussian noise is colored in time, the mild formulation (1.13) cannot be interpreted
in the Walsh-It6 sense. In this situation, only in the case o(u) = u the stochastic heat equation
(1.12) (also known as the parabolic Anderson model) can be properly solved using Wiener chaos
expansions, so that Fg(t), defined in (1.14), can be expressed as an infinite sum of multiple
Wiener integrals. With this well-known fact in mind, Nualart and Zheng [35] considered the
parabolic Anderson model (i.e. (1.12) with o(u) = u) on Ry x R? such that d > 1, the initial
condition is constant and the assumptions (i)-(ii) hold (see page 2). The main result of [35] is
the chaotic CLT that is based on the fourth moment theorems [32, 38]. When, additionally,
is a finite measure, the authors of [35] established op(t) ~ R¥? and a functional CLT for the
process R~%?Fp: they also considered the case where v(z) = |z|~?, for some § € (0,2 A d),
is the Riesz kernel, and obtain the corresponding CLT results. As pointed out in the paper
[35], due to the homogeneity of the underlying Gaussian noise, the solution u to (1.12) can be
regarded as the functional of a stationary Gaussian random field so that, with the Breuer-Major
theorem [7] in mind, it is natural to study Gaussian fluctuations for the problems (1.12) and
(1.1). Note that the constant initial condition makes the solution stationary in space and, in
fact it is spatially ergodic (see [12, 37]). At last, let us mention the paper [34] in which chaotic
CLT was used to study the parabolic Anderson model driven by a colored Gaussian noise that
is rough in space. However, let us point out that the aforementioned methods fail to provide
the rate of convergence when the noise is colored in time.

In this paper, we bring in a novel ingredient — the second-order Gaussian Poincaré inequality
— to reach quantitative CLT results for the hyperbolic Anderson model (1.1). Let us first state
our main result.

Theorem 1.4. Let u denote the solution to the hyperbolic Anderson model (1.1) and recall the
definition of Fr(t) and og(t) from (1.14). Let Z ~ N(0,1) be the standard normal random
variable. We assume that g is not identically zero meaning

”’YOHLl([o@]) >0 foranye e (0,1). (1.17)
Then the following statements hold true:

(1) Suppose that 0 < y(RY) < 0o if d =1 and v € L*(R?) N LY(RY) for some £ > 1 if d = 2.
Then,

or(t) ~ RY? and dry (Fr(t)/or(t), Z) < R™Y2,

7



Moreover, as R — oo, the process {R_d/QFR(t) :t € R+} converges weakly in the space of
continuous functions C(R4) to a centered Gaussian process G with covariance structure

E[G(H)G(s)] =wa ¥ p! / Foeps Fo0p) pgon (1.18)

p>1 /R <

fort,s € Ry. Herewy =2, wy =7 and ﬁmp are introduced in (1.16) and (1.9), respectively.
The convergence of the series in (1.18) is part of the conclusion.

(2) Suppose d € {1,2} and v(z) = |z|=8 for some B € (0,2 Ad). Then,
or(t) ~ R% and doy (Fr(t)/or(t), Z2) S R5/2,

] .
Moreover, as R — 0o, the process { R™"2 Fp(t) : t € Ry} converges weakly in the space C(R)
to a centered Gaussian process Gg with the covariance structure

E[G5(1)Gs(s)] :Hﬁ,d/o dr/os dr'yo(r — ) (t — ) (s — 1), (1.19)

fort,s € Ry. Here the quantity kg q is introduced in (1.16).

(3) Suppose d = 2 and y(x1,x2) = y1(x1)y2(22) such that one of the following two conditions
holds:

{ (a) vi(z;) = |zi| ™% for some B; € (0,1), i =1,2;

1.20
(b)) y1 € LXR) N LY (R) and vo(x2) = |z2|™” for some 0 < B < 1 < £ < oo. (1.20)

Then,

or(t) ~ R2 2B apd  dpy (Fr(t)/or(),Z) S R-B14B2)/2 in case (a'),
op(t) ~ RG=P/2  and dypy (Fr(t)/or(t),Z) < R-(B+D/2 in case (b').

B1+8
Moreover, as R — oo, in case (a') , the process { R™*" T FR(t) it e Ry} converges weakly in

the space C(R4.) to a centered Gaussian process Gg, g, with the covariance structure

E[Gsv 0 (1)Gs0,0(5)] = K /O dr /0 Cdro(r — )t — r)(s — ), (1.21)

fort,s € Ry, where
Kpy g+ = /R4 L raz<ny Lzl — o1l ™% |z — yo| P derdaady dys; (1.22)

B_
and in case (V') , the process {RTSFR(t) :t € Ry} converges weakly in the space C(R4.) to a
centered Gaussian process Gg with the covariance structure

~ ~

t s
E[G5(t)Gs(s)] = 11(R)La / dr / dr'yo(r — 1) (t — 1) (s — 1) (1.23)
0 0
fort,s € Ry, where
,C@ = /ﬂ‘gs dx1d$2dx31{x%+x§§1}1{$%+$§§1}|(lZ2 — 1173’7&. (1.24)

For the above functional convergences, we specify that the space C(Ry) is equipped with the
topology of uniform convergence on compact sets.



Remark 1.5. (1) Note that the case when y(z) = vy (x1)y2(z2) with +; € L%(R) N L*(R) for
some ¢; > 1, ¢ = 1,2, is covered in part (1). Indeed, suppose that ¢; > ¢35, then by Holder’s
inequality, v; € L(R) N L'(R) implies 7; € L2(R) N L'(R) and hence vy € L*(R?) N L' (R?).

(i) The rate of convergence can also be described using other common distances such as the
Wasserstein distance and the Kolmogorov distance; see [27, Appendix C].

(iii) The variance orders and the rates in parts (1) and (2) of Theorem 1.4 are consistent
with previous work on stochastic wave equations, see [5, 14, 36]. The setting in part (3) is new.
As we will see shortly, our strategy is quite different from that in these papers.

Now, let us briefly explain our strategy and begin with the Gaussian Poincaré inequality.
For F' € D}2, the Gaussian Poincaré inequality (see e.g. [15] or (2.12)) ensures that

Var(F') < IE[||DF||3_[] with equality if and only if F' is Gaussian,

that is, if DF' is small, then the random variable F' has necessarily small fluctuations. In the
paper [9], Chatterjee pointed out that for F' = f(Xi,...,Xy) with X;,..., X, i.id. N(0,1)
and f twice differentiable, F' is close in total variation distance to a normal distribution with
matched mean and variance if not only DF — now Vf(Xi,...,Xy) — is small, but also the
Hessian matrix Hessf(X7,...,Xy) is negligible. This is known as the second-order Gaussian
Poincaré inequality. In what follows, we state the infinite-dimensional version of this inequality
due to Nourdin, Peccati and Reinert; see the paper [28] as well as the book [27]3.

Proposition 1.6. Let F be a centered element of D*>* such that E[F?] = ¢ > 0 and let
Z ~ N(0,02). Then,

dov(F,7) < > (E[HD2F®1 D2FH§{®2D1/4 E[IDFIEDY, (1.25)

< —
where D?*F ®1 D*F denotes the 1-contraction between D?F and itself (see (2.10)).

It has been known that this inequality usually gives sub-optimal rate. In the recent work
[43] by Vidotto, she provided an improved version of the above inequality, where she considered
an L2-based Hilbert space H = L?(A,v) with v a diffusive measure (nonnegative, o-finite and
non-atomic) on some measurable space A. Let us state this result for the convenience of readers.

Theorem 1.7 (Theorem 2.1 in [43]). Let F € D** with mean zero and variance o > 0 and let

Z ~ N(0,02). Suppose H = L?(A,v) with v a diffusive measure on some measurable space A.
Then,

1
2

g

4
drv(F,Z) < = U \/E[(D2F ®1 DQF)Z(x,y)] x E[(DF)%(z)(DF)%(y)|v(dz)v(dy)
AxA
The proof of the above inequality follows from the general Malliavin-Stein bound
2
dry(F,Z) < SE(|o® — (DF,—DL™'F)|) (1.26)
o

(see [27, equation (5.1.4)]*) and Vidotto’s new bound of

E[(Cov(F,G) — (DF,—~DL 'G)3)?] for centered F,G € D**

Note that there is a typo in equation (5.3.2) of [27]: We have E[||DF|3,]*/* instead of E[|D*F||3,]"/*.
4Unlike in [27], we do not assume F to have a density; in fact, it suffices to use [45, Proposition 2.1.1] and [27,
(5.1.1)] to establish [27, equation (5.1.4)].



(see [43, Proposition 3.2]), where L~ is the pseudo-inverse of the Ornstein-Uhlenbeck operator
L; see Section 2.1 for the definitions.

Recall that our Hilbert space # is the completion of C2°(R, x R?) under the inner product
(1.3). The Hilbert space H contains generalized functions, but fortunately the objects D?u(t, ),
Du(t,z) are random functions in view of Theorem 1.3. By adapting Vidotto’s proof to our
setting, we have the following version of second-order Gaussian Poincaré inequality. Note we
write f € |H®P| to mean f is a real valued function and e — |f(e)| belongs to H®P.

Proposition 1.8. If F € D*>* has mean zero and variance o € (0,00) such that with probability
1, DF € |H| and D*F € |H®?|, then

drv(F,Z) < ix/ﬂ,

o2

where Z ~ N(0,02) and
A= / drdr'dsds'd9d0’ dzdz' dydy' dwdw'+o (0 — 0")yo(s — s )yo(r — 1)
RS xR64

x y(z =2 )y(w —w)y(y - y/)HDr,zDG,wF”4HDS,yD€’,w’FH4HDT’,Z’FH4HDS’,y’F”4-

As mentioned before, Proposition 1.8 will follow from the Malliavin-Stein bound (1.26) and
Cauchy-Schwartz inequality, taking into account that, by the duality relation (2.5), we have that
E ((DF,—DL™'F)3) = E[F?] = ¢2. Indeed, we can write

2
o2

4
— VA by Proposition 1.9 below.
o

drv(F, Z) < SE(|o® — (DF,—DL'F)y|) < %\/Var«DF, —DL™1F)y)

IN

Proposition 1.9. If F,G € D*>* have mean zero such that with probability one, DF, DG € |H|
and D?F, D?G € |H®?|, then

Var<<DF, —DL_1G>H) = E[(Cov(F,G) — (DF, ~DL™'G)3)?] < 24, + 24, (1.27)
where
A= / drdr'dsds'd0d0’ dzdz' dydy' dwdw'vo(0 — 0")yo(s — s")yo(r — ')
RE xR6d

x (2 = 2)v(w = w)y(y = Y| DrzDowF ||l Dsy Dot wr Fllal| Dy 2 Gllal| Dt o G4
and Ay is defined by switching the positions of F, G in the definition of A;.

For the sake of completeness, we sketch the proof of Proposition 1.9 in Appendix A.2. Once
we have the information on the growth order of og(t), we can apply Theorem 1.3 and Proposition
1.9 to obtain the error bounds in Theorem 1.4. The proof of Theorem 1.4 will be given in Section
4: In Section 4.1, we will establish the limiting covariance structure, which will be used to obtain
the quantitative CLT's in Section 4.2; Proposition 1.9, combined with a multivariate Malliavin-
Stein bound (see e.g. [27, Theorem 6.1.2]), also gives us easy access to the convergence of
finite-dimensional distributions (f.d.d. convergence) for part (1), while in the other parts, the
f.d.d. convergence follows easily from the dominance of the first chaotic component of Fr(t);
finally in Section 4.3, we establish the functional CLT by showing the required tightness, which
will follow by verifying the well-known criterion of Kolmogorov-Chentsov (see e.g. [18, Corollary
16.9]).
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1.2 Absolute continuity of the law of the solution to equation (1.1)

In this part, we fix the following extra hypothesis on the correlation kernels ~g, .

(H2) { Yo = Fuo and v = Fpu, where pg, 0 are nonnegative tempered measures

and have strictly positive densities with respect to the Lebesgue measure.

The following is the main result of this section.

Theorem 1.10. Let d € {1,2} and assume that Hypothesis (H2) holds. In addition, assume
that Hypothesis (H1) holds if d = 2. Let u be the solution to (1.1). For anyt > 0 and x € R?,
the law of u(t, x) restricted to the set R\{0} is absolutely continuous with respect to the Lebesgue
measure on R\{0}.

Let us sketch the proof of Theorem 1.10. In view of the Bouleau-Hirsch criterion for absolute
continuity (see [6]), it suffices to prove that for each m > 1,

|Du(t, )|l >0 a.s. on Qp, (1.28)

where Q,,, = {Ju(t,z)| > 1/m}. Notice that

t t
IDu(t. ) = [ [ 20(r = 5)Droutt, ), Dosult, 2)odrds,
0 0

where Py is the completion of C>°(R?) with respect to the inner product (-, -)g introduced in (2.1).
The usual approach to show the positivity of this norm is to get a lower bound for this integral
by integrating on a small interval [t — d,¢]? and use that, for r close to t, D, yu(t, ) behaves as
Gi—r(x—y)u(s,y) (see, e.g., [33]). However, for r # s, the inner product (D, ou(t, x), Ds eu(t, z))o
is not necessarily non-negative. Our strategy to overcome this difficulty consists in making use
of Hypothesis (H2) in order to show that

/ | Dyou(t,z)||3dr > 0 implies || Du(t,z)||3 > 0 (see Lemma A.1).

This allows us to reduce the problem to the non-degeneracy of ftt_ 5 1 Dreu(t, z)|[5dr for 6 small
enough, which can be handled by the usual arguments. At this point, we will make use of the
estimates provided in Theorem 1.3.

For d = 1, Theorem 1.10 was proved in [3] under stronger assumptions on the covariance
structure. The result in Theorem 1.10 for d = 2 is new. Indeed, the study of the existence (and
smoothness) of the density for the stochastic wave equation has been extensively revisited over
the last three decades. We refer the readers to [8, 25, 24, 40, 41, 33, 42]. In all these articles,
the authors considered a stochastic wave equation of the form

2
g;;(t, x) = Au(t,z) + b(u(t, z)) + o(ult, :c))f{(t, x),
on Ry x R? with d > 1. Here, X denotes a space-time white noise in the case d = 1, or a
Gaussian noise that is white in time and has a spatially homogeneous correlation (slightly more
general than that of W) in the case d > 2. The functions b, o are usually assumed to be globally
Lipschitz, and such that the following non-degeneracy condition is fulfilled: |o(z)| > C > 0, for
all z € R. The temporal nature of the noise X made possible to interpret the solution in the
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classical Dalang-Walsh sense, making use of all needed martingale techniques. The first attempt
to consider a Gaussian noise that is colored in time was in the paper [3], where the hyperbolic
Anderson model with spatial dimension one was considered. As mentioned above, in that paper
the existence of density was proved under a slightly stronger assumption than Hypothesis (H2).

The rest of this paper is organized as follows. Section 2 contains preliminary results and
the proofs of our main results — Theorems 1.3, 1.4 and 1.10 — are given in Sections 3, 4 and 5,
respectively.

2 Preliminary results

This section is devoted to presenting some basic elements of the Malliavin calculus and collecting
some preliminary results that will be needed in the sequel.

2.1 Basic Malliavin calculus

Recall that the Hilbert space H is the completion of C2°(R x R%) under the inner product (1.3)
that can be written as

(1, 0)y = /RQ dsdiro(t — s)((t, ), d(s, ), for ¥, ¢ € CZ(Ry x RY),

+

where

(s g)o = /R dzdsy(z = ()l (2.1)

As defined in Section 1.2, we denote by Py the completion of C2°(R?) with respect to the inner
product (h, g)o. Let |Po| be the set of measurable functions h : R — R such that

dzdz'y(z — 2')|h|(2)|h] () < . (2.2)
R2d
Then [Py| C Py and for h € |Py|, ||hl|2 = [gea dzd2'v(z — 2')h(2)h(z'). We define the space |H]|
in a similar way. For h,g € C>°(R%) we can express (2.1) using the Fourier transform:

(hugho = | nOFROTFSE). (23)

The Parseval-type relation (2.3) also holds for functions h,g € L*(R%) N |Py|.

For every integer p > 1, H®P and H®? denote the pth tensor product of H and its symmetric
subspace, respectively. For example, f; ., in (1.8) belongs to H®" and fi,, € HO™; we also
have f ® g € HE™+™) provided f € HE™ and g € H®™; see 27, Appendix B] for more details.

Fix a probability space (2, B,P), on which we can construct the isonormal Gaussian process
associated to the Gaussian noise W in (1.1) that we denote by {W(#) : ¢ € H}. That is,
{W(¢p) : ¢ € H} is a centered Gaussian family of real-valued random variables defined on
(Q,B,P) such that E[W ()W (¢)] = (,¢)y for any ¢, ¢ € H. We will take B to be the
o-algebra o {W} generated by the family of random variables {W(h) : h € C°(R, x R9)}.

In the sequel, we recall some basics on Malliavin calculus from the books [27, 29].

Let ngly(R") denote the space of smooth functions with all their partial derivatives having
at most polynomial growth at infinity and let S denote the set of simple smooth functionals of
the form

12



F=f(W(h),...,W(hy)) for f € % (R") and h; € H, 1 <i <n.

For such a random variable F, its Malliavin derivative DF' is the H-valued random variable
given by

DF = z; gi (W (h1),..., W (hp))h;.

And similarly its mth Malliavin derivative D™F is the H®™-valued random variable given by

m 3 o f

21,..,tm=1

which is an element in LP(Q; H®™) for any p € [1,00). It is known that the space S is dense in
LP(Q,0{W},P) and
D™ : S —s LP(Q;HO™)

is closable for any p € [1,00); see e.g. Lemma 2.3.1 and Proposition 2.3.4 in [27]. Let D™ be
the closure of S under the norm

1
1Pl = (EIFP] +EIDFIE] + - + E[ID"Flfe,]) " and let D% = () D7,

m,p>1

Now, let us introduce the adjoint of the derivative operator D™. Let Dom(é™) be the set of
random variables v € L?(£2; H®™) such that there is a constant C, > 0 for which

]E[wmﬂ V) ggom ] ] < Cy|F|ls forall FeS.

By Riesz representation theorem, there is a unique random variable, denoted by 6" (v), such
that the following duality relationship holds:

E[F6™(v)] =E[(D™F,v)yem]. (2.5)

Equality (2.5) holds for all v € Dom(6™) and all F € D™2. In the simplest case when F =
f(W(h)) with h € H and f € Crl) (R), we have 6(h) = W(h) ~ N(0,]|h||3,) and equality (2.5)
reduces to

oly

E[f(W(h)W (R)] = E[f' (W (h)] 1Al

which is exactly part of the Stein’s lemma recalled below: For o € (0,00) and an integrable
random variable Z, Stein’s lemma (see e.g. [27, Lemma 3.1.2]) asserts that

Z ~ N(0,0°) if and only if E[Zf(Z)] = o°E[f'(Z)), (2.6)

for any differentiable function f : R — R such that the above expectations are finite. The
operator J is often called the Skorokhod integral since in the case of the Brownian motion, it
coincides with an extension of the It6 integral introduced by Skorokhod, see e.g. [31]. Then we
can say Dom(d™) is the space of Skorokhod integrable random variables with values in H®™.

The Wiener-Ito chaos decomposition theorem asserts that L?(Q2, 0{W},P) can be written as
a direct sum of mutually orthogonal subspaces:

L(Q,0{W},P) =y,

n>0

13



where C}V, identified as R, is the space of constant random variables and C}/ = {§"(h) :
h € H®™ is deterministic}, for n > 1, is called the nth Wiener chaos associated to W. Note
that the first Wiener chaos consists of centered Gaussian random variables. When h € H®" is
deterministic, we write I,,(h) = 0"(h) and we call it the nth multiple integral of h with respect to
W. By the symmetry in (2.4) and the duality relation (2.5), 6" (h) = ¢" (h) with & the canonical
symmetrization of h, so that we have I,,(h) = I,,(h) for any h € H®". The above decomposition
can be rephrased as follows. For any F € L*(Q,0{W},P),

F=EBIF|+ Y L(fu), (27)

n>1

with f, € H®" uniquely determined for each n > 1. Moreover, the (modified) isometry property
holds

E[Ip(f)fq(g)] = pll{p:q}<ﬁ §>’H®p7 (28)

for any f € H® and g € H®I. We have the following product formula: For f € H®P and
g € HY,

B((s) = go' (O)(“)a-artr er 0 (29)

where f ®, ¢ is the r-contraction between f and g, which is an element in H®®+7-2") defined
as follows. Fix an orthonormal basis {e;,7 € O} of H. Then, for 1 <r < pAgq,

f Qr g 1= Z <fa €iy K& eip>'H®P <ga €31 Q& ejq)'H®pl{ik:jk,Vk:L...,T}
Tyeenylp,J1seensJqg €O
X eir+1 ®"'®e’ip ®€jr+1 ® tte ®ejq' (2.10)

In the particular case when f, g are real-valued functions, we can write

r
(f Qr g)(tp—'l‘vxp—‘l"t;—r’m;—r) = /R2 R2wd ds‘f‘ds;'dyrdy:' H 70(8j - S;’)’Y(yj - y;)
+7">< I j=1

X f(Sr, tp_y-, Yr, xp—r)g(s;y t;—ra y':'v m;—r)a

provided the above integral exists. For F' € D™? with the representation (2.7) and m > 1, we
have

!
DJ'F = Z ﬁ]n,m (fn(e, %)) with convergence in L*(€; H®™), (2.11)
n>m
where I,,_p, (fn(e, %)) is understood as the (n —m)th multiple integral of f, (e, +) € H®™~™) for
fixed o. We can write
n!
Dyt yuF =) mln_m(fn(sm,ym;*)),

n>m

whenever the above series makes sense and converges in L%(§2). With the decomposition (2.11)
in mind, we have the following Gaussian Poincaré inequality: For F' € D2, it holds that

Var(F) <E[|DF|3]. (2.12)
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In fact, if F' has the representation (2.7), then

Var(F) =) ol full}en  and E[|DFI3] =Y nnlll fall3en,

n>1 n>1

which gives us (2.12) and, moreover, indicates that the equality in (2.12) holds only when
F e CY ®C}V, that is, only when F is a real Gaussian random variable.

Now let us mention the particular case when the Gaussian noise is white in time, which is
used in the reduction step in Section 3.2. First, let us denote

Ho == L*(Ry; Po)

and point out that the following inequality reduces many calculations to the case of the white
noise in time. For any nonnegative function f € H§" that vanishes outside ([0,¢] x R%)",

1 3en <TENfI32m: (2.13)
where .
Iy = 2/ Y0(s)ds and Hf||§{®n :/ Hf(tl,-,...,tn,-)||?D®ndt1--‘dtn;
0 o Jiogn 0
whenever no ambiguity arises, we write || f|lo := ||f|]7>§gm so that Hin@n = f[o i | £ (tn, ®)||3dtn.
O )

Let X denote the Gaussian noise that is white in time and has the same spatial correlation
as W. More precisely, {X(f) : f € Ho} is a centered Gaussian family with covariance

E[}:(f):{(g)] = <f7 g>7—l07 for any f,g € Ho.

Denote by Ig the p-th multiple stochastic integral with respect to X. The product formula (2.9)
still holds with W replaced by the noise X. Moreover, if f € H®P and g € H® have disjoint
temporal supports®, then we have f ®, g =0 forr =1,...,p A ¢ and the product formula (2.9)
reduces to

(NI (9) = Lig(f®9). (2.14)

In this case, the random variables Ig( f) and If(g) are independent by the Ustiinel-Zakai-
Kallenberg criterion (see Exercise 5.4.8 of [27]) and note that we do not need to assume f,g to
be symmetric in (2.14).

Now let us introduce the Ornstein-Uhlenbeck operator L that can be defined as follows. We
say that F belongs to the Dom(L) if F € D2 and DF € Dom(d); in this case, we let LF =
—6DF. For F € L*(Q) of the form (2.7), F € Dom(L) if and only if 3 -, n®n!|| fu 3,6, < .
In this case, we have LF' =) -, —nl,(f,). Using the chaos expansion, we can also define the
Ornstein-Uhlenbeck semigroup {P; = e**,t € R, } and the pseudo-inverse L~! of the Ornstein-
Uhlenbeck operator L as follows. For F' € L?(f2) having the chaos expansion (2.7),

1
BF = Z e ™I, (f,) and L7'F = Z _Eln(fn)'
n>0 n>1

Observe that for any centered random variable F € L?(Q,0{W},P), LL~'F = F and for any
G € Dom(L), L~'LG = G—E|G]. The above expression and the modified isometry property (2.8)

®This means f = 0 outside (J x RY)? and g = 0 outside (J¢ x R?)? for some set J C Ry. We will apply this

formula to functions f = ft“x)j (r,z;8) and g = fr,»,n—; given in Section 3.1, in which case J = (r,t).
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give us the contraction property of P; on L?(€), that is, for ' € L?(Q,c{W},P), ||P,F|]2 < || F||2.
Moreover, P, is a contraction operator on L4(f2) for any ¢ € [1,00); see [27, Proposition 2.8.6].

Finally, let us recall Nelson’s hypercontractivity property of the Ornstein-Uhlenbeck semi-
group: For F' € LY(Q,c{W},P) with ¢ € (1,00), it holds for each ¢ > 0 that ||PF|q, < || F|lq
with ¢; = 1+ (¢ — 1)e?. In this paper, we need one of its consequences — a moment inequality
comparing L?(€2)-norms on a fixed chaos:

If F e CY and p € [2,00), then ||F|l, < (p — 1)"?|| F||2; (2.15)

see e.g. [27, Corollary 2.8.14].

2.2 Inequalities

Let us first present a few inequalities, which will be used in Section 3.
Lemma 2.1. Fiz an integer d > 1. Suppose that either one of the following conditions hold:
(a) v € LYR?) for some £ € (1,00)  (b) y(x) = |z|~? for some B € (0,d).

Define

‘= {E/(% —1) in case (a)
d/(2d — ) in case (b).

Then, for any f,g € L?1(R?),

L L @ ta = pdedy < Ol ol sy

where Cy = ||| Leray in case (a), and Cy = Cy g is the constant (depending on d, 3) that appears
in the Hardy-Littlewood-Sobolev inequality (2.16) below, in case (b).

Proof. In the case d = 2, this result was essentially proved on page 15 of [36] in case (a), and
on page 6 of [5] in case (b). We reproduce the arguments here for the sake of completeness.
In case (a), we apply Holder’s inequality and Young’s convolution inequality:

21 21 L2—1

L 1@aen@ds < 171 g, o= aaemn AL e, o Il e, o I accmey

In case (b), we apply Holder’s inequality and Hardy-Littlewood-Sobolev inequality:

| 1@t

This concludes the proof. O

(2.16)

& lg VIl 24/8(ray < Ca Ly gy’

To deal with case (c) in (H1), we need the following modification of Lemma 2.1.
Lemma 2.2. Suppose that y(z1,...,24) = Hf’zl vi(x;), where for each i € {1,...,d},
(M1) v; € L%(R) for some ¢4; € (1,00) or (M2) v;(x) = |z|~% for some j3; € (0,1).

Let q; = £;/(20;—1) in case (M1) and ¢; = 1/(2—0;) in case (M2). Let g = max{q; : i =1,...,d}.
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If f,g € L*Y(R?) satisfy f(x) = g(x) =0 forz ¢ H?Zl[ai, b;] for some real numbers a; < b;%,
then

L, [ @etta = v)dudy < 87C sy gl 2o, (217)

with A = max{b; —a;;i1 =1,...,d}, Cy = ngl C,, and v = Z?Zl(qi_l —q Y. In particular,
when q; = q for alli € {1,...,d}, we have

L, [ r@ante — ydedy < €1zl

The constants C.,, are defined as in Lemma 2.1.

Proof. By Lemma 2.1, inequality (2.17) holds for d = 1 with v = 0. Now let us consider d > 2
and prove inequality (2.17) by induction. Suppose (2.17) holds for d < k—1 (k > 2). We use the
notation z = (z1,...,xx) =: k. Without loss of any generality we assume q; > g2 > -+ > g,
so that ¢ = ¢1. Applying the initial step (d = 1) yields

k
/Rzk dzrye f (@) g () | [ vi(w: — i)
i=1

k—1

< 07k /]R2<k dxk-ldyk-luf Tk-1,° HLqu R)Hg Yr—1,°® HLqu (R) H 7@ % yz) (218)
i=1

By the induction hypothesis, we can bound the right-hand side of (2.18) by

b . % %
<ZHIC' ) A </Rk1 Hf(-’vk—hO)Hingk(R)d-’Ek—l) (/Rkl Hg(yk—la')Hi%qk(R)dyk—l> ;

with v* = Z;:ll(qi_l — ¢~ 1). By Holder’s inequality,

1
29 2q

2L by 2qp,
2q T 2q,
( / | f(zk=1,9)|| quk(R)dekq) = / [ / | f(Th—1, k)] dxk} dxr—1
Rk—l ]Rk—l ay,
1 bk 1q
< A2 2 </ / f(Tr-1, 7 | drydry— 1> :
RE-1

A similar inequality holds for g. Since v* + (¢ ' —¢7') = S (g7t — ¢, inequality (2.17)
holds for d = k. O

We will need the following generalization of Lemma 2.1 and Lemma 2.2.

Lemma 2.3. (1) Under the conditions of Lemma 2.1, for any f,g € L?1(R™?)

m

L5 ) [T 2005 = ) < O ol 219

5We can apply this lemma to the function y € R? — G;_,(z—y) whose support is contained in {y € R?; |z—y| <
t — s}, so we can choose A = 2t — 2s.

17



where C is the same constant as in Lemma 2.1. Here Tm = (x1,...,%m) with x; € R,

(2) Let~y,C., and q be given as in Lemma 2.2. If f,g € L*4(R™) satisfy f(Tmd) = (Tma) =0
for xma ¢ H;ﬁl la;, b;] for some real numbers a; < b;, then inequality (2.19) holds with C,
replaced by AYC.,,, where A = max{b; —a; : i = 1,...,md} and v = Z?Zl(qi_l —qY). Here
Tmd = (T1, ..., Tmq) with z; € R.

Proof. The proof will be done by induction on m simultaneously for both cases (1) and (2). Let

C = Cyin case (1) and C = AYC, in case (2). The results are true for m = 1 by Lemma 2.1 and
Lemma 2.2. Assume that the results hold for m — 1. Applying the inequality for m = 1 yields

/ H dxm dYm
R2dm :

m—

<C R2d(m—1) Hf(fl;m—hO)Hqu(Rd)Hg(ym—l, ”LQq (R4) H —Yj dmm—ldym—

By the induction hypothesis, the latter term can be bounded by

1
m 2 2q 9
C (/Rd(m_l) | f (Zm—1, .)HLqQQ(Rd)dxm—l> (/R(i(m—l) llg(xm—1, o)Hquq(Rd)dxm_l>

which completes the proof. ]

1
2q

Let us return to the three cases of Hypothesis (H1). Lemma 2.1 indicates that L%¢(R?) is
continuously embedded into Py, with ¢ € (1/2,1) given by

_ {K/(% —1) in case (a), (2.20)
2/(4—pB) in case (b).

Recall that Py has been defined at the beginning of Section 2.1. Moreover, for any f,g € L%I(R?),

) | f(@)g(@)|7(x = y)dwdy < Dy || f|| 20 @2) 9]l 20 (R2), (2.21)
where
|”YHL€(R2) in case (a),
D, = ‘ (2.22)
Cap in case (b).

For case (c) of Hypothesis (H1), we consider three sub-cases:

(i) 7 € L%(R) for some £; > 1,i=1,2;
(ii) i (xi) = |z:| 7% for some B; € (0,1), i = 1,2;
(iii) 71 € LY(R) for some ¢ € (1,00) and yo(x3) = |z2|~” for some 3 € (0,1).

Lemma 2.2 implies that, for any f,g € L?(R?) with

max{¢;/(2¢; — 1) :i=1,2} in case (i)
g=max{l/(2—-p;):i=1,2} in case (ii) , (2.23)
max{(/(2¢ —1),1/(2— )} in case (iii)
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such that f, g vanish outside a box with side lengths bounded by A, then inequality (2.21) still
holds with

Lii . .
171l Lex gy 12l o (R)Aul =l in case (1)
Dy = q C15,Cy g, AV 2| in case (ii) , (2.24)

Cl,ﬁ”’YlHLe(R)A'%*m in case (iii)

where the constants C g, are given as in Lemma 2.1.
From Lemma 2.3, we deduce that in cases (a) and (b),

I£12,6n < D2 /[0 )yt (2.95)

for any measurable function f : (Ry x R?)™ — R such that f vanishes outside ([0,#] x R?)"; in
case (c), inequality (2.25) holds true for any measurable function f : (Ry x R?)" — R such that

2n
Ft1, 21, tn, @n) = f(tn,@n) = 0 for t ¢ [0,]" and @n ¢ [ [[as, bi]
=1

with A := max{b; —a;:i=1,...,2n} < co.

Let us present a few facts on the fundamental solution G. When d = 2,

2r)1-P 1/p 5
1G]l Lr(r2) = <(27T2p ) 177 for all p € (0,2), (2.26)
Gl (z) < (27t)T"PG}(x) for all p < q, (2.27)
and
ligj<iy < 27tGy(x). (2.28)

We will use also the following estimate.

Lemma 2.4 (Lemma 4.3 of [5]). For any q € (1/2,1) and d = 2,

-

t
/ (G2, % G2,)Y9(z)ds < Ayt — )3 7' G) 1 (=),

where Ay > 0 is a constant depending on q.

Finally, we record the expression of the Fourier transform of G; for d € {1, 2}:

FGi(€) = /R TGy () = sin|(§|§]) —.Gu(6). (2.29)
Note that (see e.g. (3.4) of [4])
Gue)® <202 v 1>1+1,§‘2. (2.30)

In Section 4, we need the following two results.
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Lemma 2.5. Ford € {1,2}, let yo satisfy the assumption (i) on page 2 and let p,, be a symmetric
measure on (RY)P, for some integer p > 1. Then, with 0 < s <t and Ap(t) = {sp € RE : t =
50 > 81> - > 8, >0},

Z / dsP/ S d3p1{8>80.(1)> >Sc7(p)>o} H’YO /ﬂ‘gpd Mp(dgp)

€S,

X 9(317 1 - 1 Spy §P)g(30(1)) ga(l)a s SU(p)?&O’(p))
t
S Ff/ dsp/ Np(dgp)g(sla 517 cee 78]?7 51))27 with Ft = / /YO(a)daa
Ap(t) Rpd —t

for any measurable function g : (Ry x RY)P — R for which the above integral makes sense.

. 2+b2
Proof. After applying |ab] < 4>
side quantity is bounded by

P
2 ’ ol l 2.31
Z /Ap(t) i /OS]P S Hs>50 (1) 55, ;) >0} (8p) 1;[ (2.31)

and using the symmetry of p,, we have that the left-hand

066
p
+5 Z / dsp/ Bplisns, s o3P (Bo(1)s s Ba(p) H —35) (232
Ueb Ap(t) [0,s] o) i
with
[ ndplglors6oeesn &) for sy € A1)
h(si,...,sp) = q Jred
0, otherwise.
Putting Zs(s1, ..., 8p) = L{ssg,>..>5,>0) and letting Zo(s1, ..., sp) be its canonical symmetriza-

tion (so that

! _ ~ 2L ~ 1 ~ P
];/ / dspdiph(sp)Za(3p) [ [ 10(s; — 5;) < 2/ / dspdiph(sp) [ [ vo(s
Ap(t) J10,s]P j=1 Ap(t) J[0,s]P j=1

1
< QFf/ dsph(sp),
Ap(t)

using also the bound sup{ [; yo(r — ')dr’ : r € [0,¢]} < T;. We can deal with the other term
(2.32) in the same way so that the desired bound follows immediately. O

fs‘ < (ph)™1), we can rewrite the term in (2.31) as

Lemma 2.6. For d € {1,2} let ~,u satisfy the assumption (ii) on page 2. Then, for any
nonnegative function h € Py N L' (R%),

sup [ n(@)FHE +2)? < [ n(ae) FHOP.

z€R4
As a consequence, for any integer p > 1 and wy,...,w, € [0,1],
LN 2 2 ,U(dg) P
swp s [ p(dgy) [T |Gy (& + )P < (202 vy [ ) 2
wp€[0,1]P zpcRr JRIP ey ra 1+ €]
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Proof. Since h > 0, using the fact that Fh(€ + 2) = F(e " h)(€) together with |e=*(@+Y)| = 1,
we get

[ |+ = [ e @t - pdndy < [ h@h)nte - sy
Rd RQd ]R2d

which is exactly [pa u(d&)‘}"h(é)f. In particular, by (2.30),

PN 2 =~ 2 2 p(d€)
zseuﬂgl/Rdu(dg)‘GS(g—i_Z)l S/Rd:u(dg)}Gs(g)‘ SQ(S \/1)/Rd 1+|€|2’

which is finite due to Dalang’s condition (1.2). Applying this inequality several times yields

oot cots (revn [ G

J=1

which is a uniform bound over (zp,w,) € R x [0,t]P. O

3 [P estimates for Malliavin derivatives

This section is mainly devoted to the proof of Theorem 1.3. The proof will be done in several
steps organized in Sections 3.1, 3.2, 3.3, 3.4 and 3.5. In Section 3.6, we record a few consequences
of Theorem 1.3 that will be used in the proof of Theorem 1.10 in Section 5.

3.1 Step 1: Preliminaries

Let us first introduce some handy notation. Recall that for ¢, = (t1,...,t,) and @, =
(x1,...,2y), we defined in (1.8)

ft,x,n(tn>mn) - Gt—tl (SU - xl)th_tQ (SU]_ - $2) e th—l_tn (xn—l - $n)7

with the convention (1.6), and we denote by ftzn the symmetrization of f; . ; see (1.9). We
treat the time-space variables (t;,x;) as one coordinate and we write

ft,x,n(ra Z;tn—lvicn—l) = ft,x,n(ra 281,150y tp—1, l'nfl)
as in Notation A-(3). Recall that the solution wu(¢, ) has the Wiener chaos expansion
o0
ult, 1) =1+ 3 Lu(fuen),
n=1

where the kernel f; ; ,, is not symmetric and in this case, by definition, I,(ftzn) = In (fmn)

Our first goal is to show that, for any fixed (r,z) € [0,¢] x R? and for any p € [2,00), the
series

Zn[n_l (ﬁ,x’n(r, z; o)) (3.1)

n>1

converges in LP(€2), and the sum, denoted by D, ,u(t, z), satisfies the L” estimates (1.11).

21



The first term of the series (3.1) is ﬁ,x’l(r, z) = Gi—r(z — 2). In general, for any n > 1,

1
ftmnrz nzhmn (3.2)

where h,E]) (r,z; @) is the symmetrization of the function (t,—1,%p—1) — ftzn(r, Zitp—1,%n-1),

which is obtained from f;,, by placing r on position j among the time instants, and z on
position j among the space points: With the convention (1.6),

ft(Q,n(T7 Zitp_1,Tn-1)
= Gt—t1 (.%' — [1}1) . th_l—r(wj—l — Z)G’/‘—tj (z — g;j) . th72_tn71 (wn—Q _ xn—1)~ (33)

That is,
(4) . . 3.4
t,agn( ) ftw]( 7.) ®fr,z,n—], ( . )

with f, .1 = 1. For example, ft(;{l(r,z; o) = Gy_(x — 2z) and ftxn(r,z;tn_l,:l:n_l) = Gi_p(x —
2) fr.zmn—1(tn—-1,Tn-1). By the definition of the symmetrization,

hl(f,J;Z,n(’r’ Z§tn—la$n—l) = Z ft ST, T Z5 tcr(l Lo(1)r - atcr(n—l)a‘ro‘(n—l))' (35)

O'EGTL 1

Similarly, for 8y, € [0,4]™ and ym € R%™, and for any p € [2,00), we will show that

D-Zln ¥ (t,.%’) = Z (nf!rn)!In—m(th,m,n(smaym;’)) (3.6)

n>m

converges in LP(£2). Note that if the series (3.6) converges in LP(2), we can see that almost
surely, the function
(Smaym) = Dm (t) l’)

Sm ym

is symmetric, meaning that for any o € &,,,

Dy, yy Dsy sy - 'Dsm,ymu(t7 r)=D D

So(1)Yo (1) S0 (2) Yo (2) T Dsg(m),ya(m)u<t’ T).

From now on, we assume ¢t > s; > ... > 5, > 0 without losing any generality. Note that like
(3.2), we can write

n! ~
mft,x,n(sm,ym, Z htmn Sm>Ym; )7 (37)
' "fmeAnm

(im)

t.on(Sm,Ym; ) is the symmetrization

where iy € Ay, means 1 <4y <idg < -+ <4y <nand h

of the function ft(f:;?%(sm,ym; e) that is defined by

) (S Yms @) (3.8)
t(Za})zl (Sl Y15 ) ® fs(i?ylziz —i1 (527 Y2; ) ® fsjnm 177‘:1';nm 11) T —lm—1 (Sm7 Ym; .) ® f5myy'm,7n_im’

which is a generalization of (3.4).
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3.2 Step 2: Reduction to white noise in time

Let X denote the Gaussian noise that is white in time and has the same spatial correlation as
W and let {X(f): f € Ho} denote the resulting isonormal Gaussian process; see Section 2.1.
For any p € [2,00), we deduce from (3.6) and (3.7) that

HDsm Ym (@@HP < Z In_m Z htw (8m,Ym;®) by triangle inequality
n>m 'LmeAn m
P
< Z (p - 1)% In_m Z htmn Sm,Ym: ) by (215)
nzm 'LmeAn m 2

The function »; A hy;"?)l(sm, Ym; @) vanishes outside ([0,¢] x R?)"™™, thus we deduce from
(2.13) that

2 2
(im)
In—m Z ht;pn SM7yma ) - (n—m)' Z h’t ;nn Smaym7 )
Im€Anm 2 imEAn,m HO(n—m)
2 2
_ i ) — X i )
< F? m(n - m)! Z ht ;nn Sm;> Ym; ) = F? " In—m Z ht ;nn Sm;> Ym; )
'LMEAn m HB@(”_WO 'LmeAn m 2

Therefore, we get

1Dz ot o) < S (-0 | Y (i emmie)| - (39)

n>m zmeAn m 2

This leads to

HDSmym (t,:z:)”p§ Z [( _1)Ft] 7 \/%, (3.10)

n>m

with
2

Qm,n L= E Z n tllla:mT)L(sm)ymv )) S <::L> . Z E (Ix ( t(zxmg(STn7yM7 ))2> N
ImEAn,m imEAR,m

(3.11)

The product formula (2.14) and the decomposition (3.8) yield, with (g, so,%0) = (0, ¢, ),

m
n 2
§ : X | I ’J ij—1)
O < <m> B Lim (fsm’ym’"_’m Bj=ij—1— 1( 8515~ 1,851~ (55,93 )>

imeAnm j=1
n (45— 2
- <m) Z H —im (fSM7ymvn im H2 X H ’L]’—Z] 1— 1(fsjj lj/?jg 11,Zj—ij71(sj7yj;.))‘ 2, (312)
ImE€An,m
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where the last equality is obtained by using the independence among the random variables inside
the expectation. It remains to estimate two typical terms:

2
HI% (fr-)|I3 and H "1 ftx](r z; ))H2 for1<j<nandt>r. (3.13)

The first term in (3.13) can be estimated as follows. Using Fourier transform in space (see
(2.29)), we have, with to =,

Hlf(fr,z,j)Hg = j!Hﬁnz,jH?{S@i = /[0 y Hfr,z,j(tj,o)Hgdtj (3.14)
:/ / F frzi (8. &) (g5t
T>t1>->t;>0 JRY

j—1
- / (/ ) H ‘fGtkftk+1 (gk—i-l + - +§j)‘2u(d£k)> dtj~
r>11>->1;>0 R4 k=0

By Lemma 2.6,
cJ
115 (Frz)lI3 < T (3.15)
where C' = 2(t2 + 1) [ga(1 + [£[*) 7! p(dE).
Remark 3.1. By the arguments that lead to (3.9), we can also get, for any p € [2,0),
2
Jutt.2)], <1+ 3 Iz, <1+ D [0 = D02 IX (Fram)
n>1 n>1
and then the estimate (3.15) implies u(t, z) € LP(€2). Moreover,
sup |lu(s,y)|lp < +oo for any ¢t € Ry. (3.16)

(s,9)€[0,t] xR4

This is done under the Dalang’s condition (1.2) only and the case p = 2 provides another proof
of [4, Theorem 4.4] when d = 1,2.

In what follows, we estimate the second term in (3.13) separately for the cases d = 1 and
d = 2. As usual, we will use C' to denote an immaterial constant that may vary from line to
line.

2
3.2.1 Estimation of H "1 fm](r z; ))H when d =1

When d =1, Gi(z) = 1{‘x|<t} For j =1, I 1(ftac](r z;0)) = Gy_r(z — z) with the convention
(1.6). For j > 2, it follows from the (modified) isometry property (2.8) that

Hlf—l(ft(,i),j(ra%'))HZ = Hht:cg ;®) ) ®(] 1) / Hft:w T, 2itj-1, 9 H(Q)dtj'l’

where we recall that hgjggj(r, z;®) is the symmetrization of ft(]:;:),j (r,z;e); see (3.5). Then, taking
advantage of the simple form of G¢(z) for d = 1, we get

; 1
0< ft(fx),j(r, 2itj-1,0) < 5 ljo—z|<t-r} fraj-1(ti-1, ),
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from which we further get

2
|,z < Gfgw - 2) /[ oo Mot 9t
<(Ci_1l)a (- 2), (3.17)

where the last inequality follows from (3.15) and (3.14).

2
3.2.2 Estimation of H "1 ftw(r z; ))H2 when d = 2

Let q be defined as in (2.20) and (2.23) and we fix such a g throughout this subsection. For j =1,

(ft(]x)J( ;0)) = Gi—r(z — z) with the convention (1.6). For j > 2, we begin with

2 .
_ () : 2
[z = [ It e
[rt]i =1
i j 2 i
<’ 1/ Hft(fx),j(ﬁz;tj—l, .)HLQq(R2j72)dtj—l =’ 17}7
t>t1> >t 1>r
where we applied Lemma 2.3 for the inequality above” and we denote
) ) 1/q
7;- = dtj—q </ Gtﬂtl (1‘ — xl) . 'Gtg,l—r(xj—l — z)dxj_l) . (3.18)
>t > >t 1>r R2G-1) J

Note that we can choose C' to depend only on (t,7,q) and be increasing in ¢.

Case j = 2. In this case, we deduce from Lemma 2.4 and (2.27) that
T2 = / Aty (G4, * GT_ )z — 2) < C’G (J: —2) < CG? (x—2). (3.19)

Case j > 3. In this case, we use Minkowski inequality with respect to the norm in L'/9([to, t], dt;)
in order to get

t q
7= / </ [/ (Gfﬁtl * Gflq,b)l/q(x — xz)dtl}
t>ta> >t _1>r R2(G—2) to

1/q
X G?g—tg (.1'2 — 1'3) ce ij‘_{l_r(xj_l - Z)dafg s d.%'j_1> dtg e dtj_l.

Applying Lemma 2.4 yields

-1 2g—1
Tj < Aq (t—ta)a G (=)
t>to> >t _1>1 R2(i—2)

1/q
X G?quts (xg —x3)--- G?;{rr(%—l — z)dxg - -+ da:j_1> dty---dtj_. (3.20)

"The function xj—1 — ft(Jggj (tj-1,25-1) = Git; (x — 1)Gty -ty (21 — ®2) ... Gt;_, —r(wj—1 — 2) has support
contained in {zj—1 € R2"V; |z, — x| <t —t;, foralli=1,...,5 —1}.
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If j = 3, we have

1/q
t 1 _
75 S Aq/ (t — tQ)E 1 (/2 Gfﬁt;(a: — xg)szq_r@Jz — Z)d:(}2> dtQ.
r R

Owing to (2.27), we can bound G?ﬁ; (x — x2) by (2m)(t — tg)sztZ (x — x2), and then we apply
again Lemma 2.4 and (2.27) to conclude that
1 1

T < A22m)a(t— 1)1 3G, i (x — 2) < CGE_ (3 — 2). (3.21)

For j > 4, we continue with the estimate (3.20). We can first apply Minkowski inequality
with respect to the norm Ll/q([t4, to], dt3) and then apply Lemma 2.4 to obtain

1 1
73<A2/ dtadty - dtj(t—t2)o " (t —ta)o / GT, (@ — 22)
t>ta>t4> >t 1>r R2(i—3)

1/q
X G?Qq:t{l (zg — :U4)Gtzf_t5 (x4 —x5) - - 'G?Jg_l—r(l‘jfl — 2)dxodzy - - ~dxj1> . (3.22)
Note that
G @ — 22) G (w2 — w4) < Ljjaay)<t—1yGrly) (2 — 22) G2/ (22 — 24).
Then, by Cauchy-Schwartz inequality and (2.26), we can infer that
/R G (o = m2) Gyl (w2 — 2a)dws < Lo j<omep |G, 2 |G, ey

=c1(t —t2)* 2 (ts — t4)272q1{|x714|§t7t4}7

3—4
where c¢; = (22461 . Thus, substituting this estimate into (3.22), we end up with
3 3
T < Agci/q/ dbadty -~ dt; 1 (t —ta)a >(tg — tg)a >
t>to>t4> >t 1>7

1/q
2 2
X (/RQO@ 1{|x—x4\§t—t4}th—t5 (1‘4 - 335) cee th_l—r@:j—l - z)d.m cee dl‘j_1> .

Focusing on the indicators, the right-hand side of this estimate can be bounded by

3_ 3_
A sy dtadty - dtjr(t—t2)s (b —ta) 0"
t>ta>t4> >t 1>r
) ) 1/q
X </ Gily (zg —5) - - th,l—r(l“jfl —z)dxyg - dmj1> :
R2(i—4)
For j = 4, using (2.28), we have
1 6_
Ti < Agcl/q(t —r)a 61{@72‘9%7“} < CG? .(z—2). (3.23)
Now for j > 5, we just integrate in each of the variables z4,...,2;_1 (with this order) so

that, thanks to (2.26), we end up with

T < 2266 0oty / diadty -~ dtj 4
t

>Sta>ta>->tj_1>7
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2o’

3_3 3_3 2_9 2_9 .
X (t—tg)q (t2 —t4)q (t4 —t5)‘1 -"(tjfl —7“)‘1 with Cy = B 5
—4q

l/q (t—r)y—>
<Al gy

where we used the rough estimate a” < (b+1)” for 0 < a < b and v > 0. Thus, using (2.28) we
obtain:

i(2_
(t —r+ 1)]((1 2)1{|z—z|§t—r}a

j—3
T; < (jc_g)!G?T(x —z) for any j > 5. (3.24)

Hence, combining the estimates (3.19), (3.21), (3.23) and (3.24) and taking into account that
I t(,i:),l(r’ z;e)) = Gr—s(2 — y), we can write

CG?_.(x —2) for j =1,2,3,4

2 ;
H ”7 ))H2 = U?;)!G%—r(x —z) forj>5 ’

where the constant C' > 1 depends on (¢,7,¢) and is increasing in t. For 1 < j < n, we obtain
the following bound

H “ ft ))Hz < ?!jn?)Gf_r(:E—z). (3.25)

3.3 Step 3: Proof of (1.11)
Let us first consider the lower bound in (1.11) for d € {1,2}. For p € [2,00), we deduce from
the modified isometry (2.8) that

HDSm,ym (t’ x H HDSm Ym t’ x)Hz 2 m!ﬁ,x,m(smaym)-

Now let us establish the upper bound in (1.11). By symmetry, we can assume t > s1 > --- >
sm > 0. First we consider the case where d = 2. Recall the definition of Q,, , from (3.11), and
then plugging the estimates (3.15) and (3.25) into (3.12) yields, with (ig, so, yo) = (0, ¢, z),

m

n C’I’L*im n3Cij*ij,1 9
Qm,n S <m) - Z (TL — Zm)' X H (Z - GSj_l—S]' (yjfl - y])

j=1 J Z]—l)!

1
S (2C)nn3m Z " " ) B 3 . ft%a:,m (smvym)7

! — l... _ | — |
imeAn,m“‘(Z? i) (i — 1)1 (0 — i)

where we used the rough bound (:;) < 2™, The sum in the above display is equal to

DS b1y
" a1+..+am41=n a1y ---5 Gm+1 n:
a; EN,Vi

by multinomial formula. That is, we can get

C(m psm
[ ( +n')] ft,x,m(sfn7ym)7

Qmn <
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which, together with the estimate (3.10), implies the upper bound in (1.11), when d = 2.

The case d = 1 can be done in the same way by noticing that the bound in (3.17) can be
replaced by H%G%_T(IL‘ —z) for 1 < j < n. Then, like the estimate for d = 2, we can get, for
t>s81 > > 5, >0,

[C(m+1)]"n™
n‘ ft%x7m(smaym)7

Qmn <

which together with the estimate (3.10) implies the upper bound in (1.11), when d = 1. This
completes the proof of the estimate (1.11).

Notice that the upper bound also shows the convergence in L? for any p € [2,00) of the series
(3.6), for any fized sm € [0,]™ and y,, € R¥™,

3.4 Step 4: Existence of a measurable version

We claim that there is a random field Y such that Y (sm,ym) = Dy’ , u(t,x) almost surely for

Sm,Ym

almost all (8, ym) € [0,1]™ x R™? and the mapping
(W, 8m, Ym) € Q X [0,]™ x R™ — YV (w, 8m, ¥m) € R

is jointly measurable. This fact is rather standard and we will sketch the proof only in the case
d = 2. From the explicit form of the kernels f; ;. given in (1.8), it follows that the mapping

(5m-Ym) = frn(Sm.Ym; ) (3.26)
is measurable from [0,#]™ x R?™ to L2([0,]*~™; L?4(R%»~™))). Because
L2([0, )™ L2 (R2("=™))) is continuously embedded into H®("~™) (see (2.13) and (2.25)),

we deduce that the map (3.26) is measurable from [0,]™ x R?™ into H®("~™). This implies
that the mapping

(8m>Ym) — In—m(ﬁ,x,n(smvym§ °)) (3.27)

is measurable from [0, ¢]™ x R?™ to L?(Q). The upper bound in (1.11) implies that the mapping
(3.27) belongs to the space

L2(]0,4]™ x R*™; L2(Q)) € L*([0,1]™ x R*™ x Q).
From this, it follows that we can find a measurable modification of the process
(L Frarin (8m. Ym0 (@) ¢ (0, 8mogm) € Q5 [0, ™ x B

Finally, by standard arguments we deduce the existence of a measurable modification of the
series (3.6).

3.5 Step 5: Proof of u(t,z) € D>

We have already seen in Remark 3.1 that u(t,z) € LP(Q) for any p € [2,00). Then, it remains
to show that the function Dy’ . wu(t,r) defined as the limit of the series (3.6) coincides with the
mth Malliavin derivative of u(t, ). To do this, it suffices to show that E [|| D™ u(t, x)||§{®m] < 00
for any m > 1. By Fubini’ theorem and using the upper bound (1.11), we write
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(B[ID™u(t. ) o] )"

I I
m m

_ /[0 o d8mdsty dym iy (DL o, u(t,z)) (DL 1;[

S /[0 t]QmXRQMd dsmds dymdymHDsm ym t x H HD ! m oY ;n g
S | Frm|[3em < o0

This shows u(t,z) € D> and completes the proof of Theorem 1.3.

Remark 3.2. When d, m,p = 2 and for the cases (a), (b) in Hypothesis (H1), the upper bound
in (1.11) can be proved in a much simpler way for almost all (r,z) € [0,¢] x R2?. Let vy be the
solution to the stochastic wave equation

2 .
070y = Avy + X
ot? Py
U)\(Ov .) - 17 8t/\ (0, .) = 07

where A > 0 and X is given as before. This solution has the chaos expansion ua(t,z) =
ano )\"Iff( ft.zn) and its Malliavin derivative has the chaos expansion

Dr,zv)\ (t, x) = Z )‘nI;f—l Z hg,j;z)’,n(n 2 .) 3
j=1

n>1

see (3.1) and (3.2). From this, we infer that for any (\,¢,z) € (0,00)? x R? and for almost every
(r,2) € [0, ] x R?,

2
®(n 1) —
O

HDTZU)\ (t,z H2 Z (n—1) 1A%

n>1

thzn

O)\t’yGt r( _Z)7 (328)

where C;, > 0 is a constant depending on (A, ¢,7) and is increasing in t. The inequality above
is due to Theorem 1.3 of [36] for case (a), respectively Theorem 1.2 of [5] for case (b). Therefore,

HDr,zu(tux)H; = Z n - ]- H thxn ;.)Hi[@(n*l)

n>1

<> (n-1)1p thm 2:0)[[3e0n by (2.13).

n>1

Thus, using (3.28) with A =TI, we get HDT Lu(t,x H2 < Cr,1,Gr (z — 2).

3.6 Consequences of Theorem 1.3

We will establish two estimates that will be useful in Section 5.
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Corollary 3.3. Let d =1,2. Then, for any finite T > 0,

sup sup E“HD,«,.u(t, x)\H(ﬂ < 0. (3.29)
(t,z)€[0,T]xRe 7€[0t]

In particular, Dy ou(t,x)(w) € |Po| for almost every (w,r) € Q x [0,t], where |Py| is defined in
(2.2).

Proof. We work with a version of {D, ju(t,z) : (r,2) € [0,¢] x R?} that is jointly measurable.
By Fubini’s theorem and Cauchy-Schwarz inequality, we have

2
E[|IDwutt. o}] <E [ 1Dsutt o)l Dt a)br(z - )dza’
< / | Dy su(t, z)||2|| Dy 2rult, ) ||2v(z — 2")dzdz’
R2d
<C Gir(x — 2)Gi—p(z — 2")y(2 — 2')dzdz’ by Theorem 1.3

R2d

= C/ u(dﬁ)‘@t_r( ‘2 using Fourier transform
R4

£)
<20(2V 1) /R d 1“J£d|?’2

by (2.33),

where C is a constant depending on 7y, ,¢ and is increasing in ¢t. The above (uniform) bound
implies (3.29). Hence, D, Ju(t,z)(w) € |Po| for almost all (w,r) € Q x [0, 1]. O

The space |H ® Pp| appearing in the next corollary is defined as the set of measurable
functions h : Ry x R?¢ — R such that

/]1@2 RAd |h(r,w, 2)||h(r ', 2" |yo(r — )y (w — w')y(z — 2")dwdw' dzdz'drdr’ < cc.
+><

Then, |H ® Py| C H & Po.

Corollary 3.4. Let d = 1,2. For almost all (w,r) € Q x [0,t], DD, qu(t,z)(w) € |H ® Poy| and
for any finite T > 0,

sup sup E <H }DDry.u(t, x){ Hi

> < +o00. (3.30)
(t,z)€[0,T)xRe r€[0,t]

®Po
Proof. Using Theorem 1.3, Cauchy-Schwarz inequality and the estimate (1.11), we can write

2
E (H‘DDT,.u(t,x)‘HH@PO) - E(/{W » D2y ). (rsey 4t ) [ D2y oy oy, )]

X v0(0 — 0)y(w — w')y(z — z')dwdw'dzdz'd@d&’)

- /[o,t]z /ﬂw 190,02 a8 @) ]| Doty a8 @)
X v0(0 — 0"y (w — w")y(z — 2 )dwdw' dzdz'd9db’

< C/ ﬁ%g(r, z,0, w)ﬁxg(r, 20w )y (0 — 0y (w — w')y(z — 2 dwdw' dzdz' dodY’ .
[O,t]2 R4d
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As a consequence,

2 ~ ~
e (o), ) <€ [ 1malrsio)lpl Fonalr 5l = s
H®Po R2d
By the arguments used in the proof of Theorem 1.3, it follows that
Hﬁ,m,Q(r7 z;o)|ly < CGrr(x — 2).

Therefore,
2
E <H |DD;qult, a:)‘H ) <C Y(z = 2")Gi—r(z — 2)Gi—r(x — 2')d2d?’
H®Po R2d
and the same argument as in the proof of Corollary 3.3 ends our proof. O

Remark 3.5. Note that for any finite 7' > 0, E(H]D%(t,xﬂ“im) < oo for any (t,z) €
[0,T] x RY.

4 Gaussian fluctuation: Proof of Theorem 1.4

Recall that
Fr(t) = / [u(t,z) — 1]da
Bgr

and op(t) = y/Var(Fg(t)). First, we need to obtain the limiting covariance structure, which

is the content of Proposition 4.1. It will give us the growth order of og(t). Then, in Section
4.2, we apply the second-order Gaussian Poincaré inequality to establish the quantitative CLT
for Fr(t)/or(t). Finally, we will prove the functional CLT by showing the convergence of the
finite-dimensional distributions and the tightness.

4.1 Limiting covariance

Proposition 4.1. Let u denote the solution to the hyperbolic Anderson model (1.1) and assume
that the non-degeneracy condition (1.17) holds. Then, the following results hold true:
(1) Suppose d € {1,2} and (R9) € (0,00). Then, for any ¢, s € (0, 0),

lim RIE[Fp(t)Fa(s)] = wa 3 p! / U (4.1)

R—o0
p>1 R

see also (1.18). In particular, og(t) ~ RY2.
(2) Suppose d € {1,2} and () = ||~ for some 3 € (0,2 A d). Then, for any ¢,s € (0, c0),

lim RP2'E[Fp(t)Fr(s)] = Hﬁ’d/o dr /08 dr'vo(r — ')t —r)(s — 1), (4.2)

R—o0
where kg4 = fBz dxdy|xz — y| 78 is introduced in (1.16). In particular, og(t) ~ R&%.
1
(3) Suppose d = 2 and y(z1,z2) = 71 (21)72(x2) satisfies one of the following conditions:

{(cl) vi(z;) = |as| =P for some B; € (0,1), i =1,2;

- : (4.3)
(c2) 71 € L'(R) and y2(z) = |z| = for some § € (0,1).

For any s,t € (0,00), the following results hold true:
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(r1) In (c1), we have

lim RO —P—4E [FR(t)FR(s)] = Kpg, 8, /0 dr /OS dr'yo(r — ')t —r)(s —1"), (4.4)

R—o0
where Kpg, g, is defined in (1.22).

(r2) In (c2), we have

lim R°E [Fr(t)Fr(s)] =m (R),Cg/o dr /08 dr'yo(r — ')t —r)(s — 1), (4.5)

R—o0

where L3 is defined in (1.24).

4.1.1 Proof of part (1) in Proposition 4.1

Preparation. In the following, we will denote by ¢ the density of u. For 0 < s <t < co and
z,y € R% we have

~ ~ 1
E[u(ta $)U(S, y)] -1= Zp!<ft,x,pa fs,y,p>7_[®p = Z H(I)p(m ST — y),

p>1 p>1""

where ﬁ,x,p € H®P is defined as in (1.8)-(1.9) and ®,(¢, s; 2 — y), defined in the obvious manner,
depends only on the difference z — y. To see this dependency and to prepare for the future
computations, we rewrite ®,(¢, s;x — y) using Fourier transform in space:

(I)p(ta ST — y) = (P!)2<ft,a:,pv ﬁ,y7p>ﬁ®p

P P
=p! / ds / ds. Yo(s; — §; / dypdy Y(y; — s
Z A(6) 4 0.4 j2 H 0( J J) R2vd p“Ip H ( J ])

oc6, j=1 j=1
p—1 p—1

<\ 11 Gsi=simr (i = wi+0) | | T1 Gsoty=500500) Woti) = Yo541) (4.6)
=0 j=0

P p
= p! E / ds / ds Yo(s; — §; / dg, (&) | ety Gt tgy)
AH) P 04]7 P ]1;[1 o(sj — 55) vt P 31;[1 (&)

o€,
p—1 p—1

< | I Gs—sia &+ + &) | | TT Gooiyy-soison Gow) + -+ Sogan) | > (47)
=0 =0

where Ay (t) = {sp i t > 51> -+ > 5, > 0}, (50,90, 50(0): Fo(0) = (2, 5,9), Go(€) = D i

introduced in (2.29) and we have used again the convention G(z) = 0 for ¢ < 0.
Relation (4.6) shows that ®,(t,s;z — y) is always nonnegative and equality (4.7) indicates
that ®,(¢, s;2 — y) indeed depends only on the difference z — y, so that we can write

(I)p(tv 8;2) = (P!)2<ft,z,pv fZ,O,p>H®p- (4.8)

Note that ®,(t,t;0) coincides with «,(t) given in [4, Equation (4.11)]. Moreover, applying
Lemma 2.5 with p,,(d€p) = ¢(&1) -+ p(&p)d&1 - - - d€p and g(s1, 81, - -, 8p, &p) = H]]D;(l) ’st_5j+1(£p+
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o+ &), we get (with s <)

p—1l 9
(I)p(ta S; Z) < Ffp' /A 0 dsp :u(dﬁp) H ‘GS]'—S]'+1 (gp +eee €j+1) ) (49)
P =0

Rrd

where we recall that I'; = f ;Yo(a)da and point out that the right-hand side of (4.9) is finite by
applying Lemma 2.6 with z; = £J+1 + -+ and z, = 0.

Now we are ready to show (4.1).

Proof of (4.1). Let us begin with

)) Q,(t,s;2)dz,

E[Fgr(t)Fr(s)] B / dxdyE[u(t’ z)u(s,y)] — / Leb(Br N Br(—
Rd B2 Rd p>1 Rd Leb BR)
where wy = 2, wy = m and Leb(A) stands for the Lebesgue measure of A C R%. We claim that
Z'/ (t,s;2)dz < o0, (4.10)
o1 b JRrd
from which and the dominated convergence theorem we can deduce that
. —d
B}gréoR E[Fgr(t)Fr(s _wd;p'/ (t,s;2) (4.11)

We remark that, by the monotone convergence theorem and the fact that ®,(t,s;z) > 0 for all
z € R? the claim (4.10) is equivalent to

SUPZ |/ (t,s;2)e” 5144z < 0. (4.12)
€>0p>1p

Let us show the claim (4.12).

For p = 1, by direct computations, we can perform integration with respect to z,y,7 (one
by one in this order) to obtain

/Rd Dy (t,s;2)dz = /Rd </Ot dr /OS dryo(r — ) /RM dydjGyi_(y — 2)Ge_z(§)y(y — gj)) dz

— (R /0 /0 Cno(r = F)(t = 1)(s — P)didr < 4(R)ET, (4.13)

where [pq @1(t, 5;2)dz > 0 due to the non-degeneracy assumption (1.17) on ~o. This implies in
particular that or(t) > 0 for large enough R.

Next we consider p > 2. Using the expression (4.7) and applying Fubini’s theorem with the
dominance condition (4.9), we can write

P
T = (27r)d/Rd ot 55 2)e” £|z)? dz = p! Z / dsp / dng’YO(Sj _§j)/de dép
j=1

€S, [0,]?
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p—1

X pe(&1+-+&p) H (§J+1) si—sj (§pt oo+ §j+1)/G\§U(j)_§U(j+1) Eop) + - +E&(+1))
j=0

P p-l 9
<tip [ dw | %p11¢@ e (6| TT |Gt + 6 @19
j=1 j=0

where p.(§) = (2me)"¥2e71E/(29) for ¢ € R? and we applied Lemma 2.5 with pp(dép) =
P(&1) - o(&p)pe (€ 4 -+ + &p)dEr - - - dEp.

Next, we make the change of variables
nj =& + - -+ & with the convention 1,41 =0,
and the bound (4.14) becomes
P 2
e < Fpp'/ dszn/]R ) dnp H —nj+1) | pe(m H ’st—s]+1(n]+1)‘

7=0

<tulllt [ mpiton) [ dsy [ a Hs@ 1)
d ( Rpd—d

Ap(t)
~ ~ ~ 2
X ‘GS1—82 (12)Gsy—s5(m3) -+ - Gspfl—sp(n’p)‘ = Ffp!”goHootZ /Rd dnlpe(m)Qp—lv (4.15)

where we used |Gy_g, (€)| < t, and (1 — 72) < ||¢|los (Which is finite because v(R%) < o) to
obtain (4.15), and

P
= 2
Qpor = / ds, / T 25 — n3:0)|Goy s, (1) ey (4.16)
Ap(t) Rpd—d =2

Observe that ),—1 does not depend on 7y, thus for any p > 2
Tpe < Fpp'H(PHooﬁQp 1- (4.17)

By Lemma 2.6, we have for any p > 2

de) \""'w _ or
Q< (v [ ) <o

Now, plugging the above estimate and (4.17) into (4.12), and using (4.13) for p = 1, we have

Cr
sup > / (1,55 2)e 0 < A RYPT, + (2m) et 3 T < o,
>0 51 P JRrd s !

This shows the claim (4.12) and the claim (4.10), which confirm the limiting covariance structure
(4.11). Hence the proof of (4.1) is completed. O
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4.1.2 Proof of part (2) in Proposition 4.1

In this case, the corresponding spectral density is given by (&) = cq,5/¢ |4, for some constant
cq,p that only depends on d and (.

Now, let us recall the chaos expansion (1.7) of u(¢, ), from which we can obtain the following
chaos expansion of Fg(t):

Fr(t) =) _ Jpr(),

p>1

where Jp (1) = Ip <f|a:\<R ﬁ%pd”U) is the projection of Fr(t) onto the pth Wiener chaos, with
]?t,m,p given as in (1.9).

Using the orthogonality of Wiener chaoses with different order, we have

o (t) = Var(Fg(t)) = > _ Var(J,r(t)).

p>1

Let us first consider the variance of J1(R). With Br = {z € R?: |z| < R}, we can write
Var(J1,z(t)) :/ drdzr’ (Gi_e(r — %), Gi—o(z' — %))y

B
J,

Then, making the change of variables (z,2’,§) — (Rx, Rx',§/R), we get

Var(Jq z(t)) = R*F /

[0,£]>

~

dxda’ / dsds'yo(s — 5) / dep(€)e @G, (€)Gioy (€). (4.18)
[0,¢]2 R4

2
R

dsds'yo(s — §') /

dxdz’ / dﬁgo(é)efi(mfx/)f@t—s(S/R)@t—s' (§/R).
B? R4

Note that @t(é /R) is uniformly bounded and convergent to ¢ as R — oo; observe also that
R(€) = / dada’e @€ = | F1p, *(€) € [0, 00). (4.19)
B

Thus we deduce from the dominated convergence theorem that, with kg g := [p» dedz’|z—2' |7,
1

Var(J1 r(t oo , , ,
Junld) 85050 = =9t =) [ ago©)]F1, 9

= /ig,d/ dsds'yo(s — s')ss’. (4.20)
[0,£]

In the same way, we can get

E[JLI;(;):;R(S)] R—o0 /iﬁ,d/o dr /OS dr'yo(r — ) (t — 1) (s — 1) (4.21)

In what follows, we will show that as R — oo,

> Var(J, r(t)) = o(R*F). (4.22)

p>2
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In view of the orthogonality again, the above claim (4.22) and the results (4.20)-(4.21) imply
that the first chaos of Fg(t) is dominant and

E[ng;ﬁ(sﬂ LR /0 0 /0 drmo(r — ) — ) (s — 1),

which gives us the desired limiting covariance structure. Moreover, we obtain immediately that

the process {RidJrgF r(t) : t € Ry} converges in finite-dimensional distributions to the centered
Gaussian process Gg, whose covariance structure is given by (1.19).

The rest of Section 4.1.2 is then devoted to proving (4.22). We point out that the strategy
in Section 4.1.1 can not be directly used, because ¢ is not uniformly bounded here.

Proof of Claim (4.22). We begin by writing (with so = §,0) =t and Br = {z : [v| < R})

Var(Jp, r(t)) :p!/

dxd$,<ft,w,pa ft,m/,p>H®P == p' / d$dx/<ft,x,pa ft,x/,p>H®p
B2 B%

R

P P
=cb / dazdﬁ/ dspds. Yo(sk — Sk / de;|&: 1P
a8 Z B, 10,4020 P PH o ) e ]1_[1 5151

o€y k=1

p—1
X e—z(a:—x ) (Epttt) H stfsﬂ—l (fp + -+ £j+1)G§U(j)*5g(j+1) (go(p) oot ga(j—l—l))a
j=0

where we recall the convention that G¢(z) = 0 for ¢ < 0. Then, recalling definition (4.19) of
lr(€), we can apply Lemma 2.5 with

pi(dép) = @(&1) -+ p(&p)lr(E1 + -+ + &p)dr - - - dp
to get Var(J, r(t)) bounded by

p p—1 R 9
coplt / dsp / 11 d¢s1¢1° ﬁR(51+---+£p>H1Gsfs]~+l<sp+---+5j+1> . (4.23)
Ap(t) Rpd \ S5 §=0

Making change of variables
A)nj =&+ +& with e =0 (i) (2,2",m) = (Rz, Re',mR™),

we obtain

p
Var(J,, r(t)) < c’;,gfi’/ ds,,/ 11 dnjln; = njal®
Ap() Rpd j=1
L pl 2
% ( deds e~ i@ )‘m) H ‘st,SjH (77j+1)}
B}

=0

p
= sz,grfRQd’B/ dsp/ d|m — e RIP~ [ T] dnjlng — njal®
Ap(t) Rpd j=2

2

L, ~ o Pl
X </32 drdg’ e ).m> ‘Gt—sl (nl/R)‘ H ‘st_sj+l(77j+1)
1 j=1
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p
1 _ _
< t%) 5 TR ﬁ/ dsp/ LT dnjlng —njal®
Ap(t) Rpd=d \ 529

p—1
X </32 drdx'|x — $’|7Beﬂ("”7r MQR) H ‘st—5j+1(77j+1)
1

J=1

‘2

)

where in the last inequality we used ]@t] <t and the following Fourier transform:

—d —ilo—x"). _ 2
/ dmdxlcd,ﬁ/ dni|m —?72R]5 dg—i(z—a")m :cd,g/ dni|m —772R|’3 d‘]‘-lBl{ (m)
B2 Rd R

1

:/ deda! |z — o' | Pe @) R,
BY

Note that the integral f32 dxdx'|x — x’|_5e_i(z—:c’).n2R is uniformly bounded by kgq and it
1

converges to zero as R — oo for 12 # 0. This convergence is a consequence of the Riemann-

Lebesgue’s lemma. Taking into account the definition (4.16) of @,—1, then we have

RP72War(J3, r(t)) < t*h5alYQp_1,

which is summable over p > 2 by the arguments in the previous section. Hence by the dominated
convergence theorem, we get

RPN " Var (3, r(t)) 2% 0.

p=>2

This proves the claim (4.22). O

4.1.3 Proof of part (3) in Proposition 4.1
Recall the two cases from (4.3):

(e1) vi(wi) = ||~ for some B; € (0,1), i = 1,2,
(c2) m € Ll(]R) and ya(z) = \x|_6 for some 5 € (0,1)

In (c1), the spectral density is p(&1,&) = c1.p,¢1,6,|€11P1 71|27 for (&1,&2) € R2, where
c1,3 is a constant that only depends on 3. Now, using the notation from Section 4.1.2, we write

Var(J1,z(t)) = /

B

~

dzdz’ / dsds'~o(s — s') / dep(€)e "G, ()G_y(€) see (4.18)
[0,¢)2 R4

2
R

:R4_51_B2/ dsds"yo(s—s')/ dfgp(fl,&g)/ d:r:dx’e_i(x_x/)f@t,s(f/R)@t,S/(g/R),
(0,42 Rd B?

where the last equality is obtained by the change of variables (x, 2', &1, &2) to (Rz, Rx', &1/ R, &2/ R).
Thus, by the exactly same arguments that lead to (4.20), we can get

Var(J1,r(t)) Rooo
R4(f3152 ) = Kﬁhlb/[ ) dsds'yo(s — s')ss/,

it
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with Kpg, g, introduced in (1.22). Similar to (4.21), we also have

E[Jléi(_tg;]jélj(S)] R0 / dr/ dr'yo(r — ')t —1)(s —1'). (4.24)

To obtain the result (r1), it remains to show
> Var(J,r(t) = o(R*1F2), (4.25)
p>2

Its proof can be done verbatim as for the result (4.22), so we omit the details here.

Finally, let us look at the more interesting case (cz) where v, € LY(R) and ~o(z) = |27 for
some fixed 8 € (0,1). In this case, the corresponding spectral density is ¢(&1,&2) = v1(£1)p2(&2),
where

(4.26)

(i) 71 = F¢1 and ¢; is uniformly continuous and bounded,
(i)  p2(&2) = c1,4/€|P~1 for some constant c; 5 that only depends on f3.

Let us begin with (4.18) and make the usual change of variables (z,2’,¢) — (Rz, Rx’',£/R) to
obtain

~

Var(J1,z(t)) :/]32 dxd;p’/[ot]Q dsds’%(s—s’)/ €1 (€1)pa(Ea)e ™"~ o)EqG, S()Gy_y (€)

= RB_B/ dsds’%(s—s/)/ d€p1(&1/R)p2(&2) / dadz'e” "¢ ) Gy y(¢/R)Gi-g (§/R)
[0,£]? R?

- RSB/ dsds”yo(s—sl)/ dep1(€1/R)p2(62) | F1p, (€ Crs(§/R)Cr-s (¢/ R).
[0,2]2

Recall that ¢, ét_s and Gt_sl are uniformly bounded and continuous. Note that, applying
Plancherel’s theorem and the Parseval-type relation (2.3), we have

/ 00 (E2)| F1p, | (6) = 2r / d1déaps(69) | Fp, (21, ) ()]
R2 R2

- _ B
_2W/Rsdwldm?dw?’l{x%w%ﬂ}1{x%+xgg1}!wz 23| P < 0.

Therefore, by the dominated convergence theorem and the fact that ¢;(0) = %% (R), we get

Varg:))u;(t)) fizreo ©1(0) /[O,tP dsds'yo(s — §')(t — s)(t — s) /R2 d5902(§2)’]:131 }2(5)

=7(R)Lg / dsds'yo(s — s')ss,
[0,4]

where Lg is defined in (1.24). In the same way, we get for s,t € (0, 00),

E|Jir(t)d 0o
[ LE( )_ 1’R(S)] R= " (R)ﬁﬁ/ drdr'~yo(r — r")rr’. (4.27)
RS ﬁ [0 t]2
Now we claim that the other chaoses are negligible, that is, as R — oo,
> Var(Jyr(t)) = o(R*P). (4.28)

p>2

Note that the desired limiting covariance structure follows from (4.27) and the above claim
(4.28). The rest of this section is devoted to proving claim (4.28).
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Proof of Claim (4.28). By the same arguments that lead to the estimate (4.23), we can obtain

2

p—1
Var (Jp,r(t)) < TY /A ( )dsp . dépep(&p) H ‘Gs]-—s]'ﬂ(fp + o+ &) with so =14,
p(t P §=0

where ¢p(€p) = ©(&1) - @(Ep)lR(EL + -+ - + &) for & = (5;(‘1),53(-2)) ER2 j=1,....pand (g is
defined in (4.19). Recall that in the current case, ¢(&) = @1 (EM)pa(6@) for € = (€M), £(?)) € R?
and @1, o satisfy the conditions in (4.26). Then, the following change of variables

nj =& + &1+ -+ & with g,y =0
yields

p—1

Var(JpaR(t» < Ff/ dsp/ d’l’]pr(nl) H <P(77j+1 - nj+2>’@5j—8j+1(77j+1)
Ap(t) R2P i

‘ 2

In view of (4.19), we have ¢g(n1/R) = R*1(n1). Thus, by changing 7; to 71/R, we write
. 2
Var(3,n(t) < BTY [ dsy [ dmptam)em B =) |Goo /D)
Ap(t) R2p
p—1

x [T oMy — ﬁj+2)‘Gerj+1(nj+1)
j=1

< R3_BFf||901||oot2/ dsp/ dnz...dn, </ dmﬁl(m)cl,glnf) — 77§2)R‘B—1>
Ap(2) R2p—2 R?

:

p—1

x [T - 77j+2)‘stfsj+1(77j+1)
j=1

:

)

where we used |Gy_g, (m1/R)[2 < t2. Observe that with 7 = (™, 7®), we deduce from the fact
((n) = |F1g,* (0, n®) that

2
/m dnl1(n)p2(n® — 2R) = /R2 dnDdn® |F1p,|* (1M, 0@ + zR)pa(n®)
=27 /RS 1{I%+x2§1}1{x%+x3§1}€*i(12713)x1%|x2 — xgyfﬂdxldxgdxg,

by inverting the Fourier transform. The above quantity is uniformly bounded by 27Lg with
Lg given in (1.24) and convergent to zero as R — oo for every x # 0 in view of the Riemann-
Lebesgue lemma. Thus, R°~3Var(J,, (t)) is uniformly bounded by 2w LgI? |1 [|sot>Qp—1, With
Qp—1 given by (4.16) and it converges to zero as R — oo. Since Q) < CP/p!, we have

Z F‘?Qp_l < 00,

p>2
and the dominated convergence theorem implies (4.28). O
Remark 4.2. Under the assumptions of Proposition 4.1, we point out that og(t) > 0 for large
enough R so that the renormalized random variable Fr(t)/or(t) is well-defined for large R.
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4.2 Quantitative central limit theorems (QCLT) and f.d.d. convergence

In this section, we prove the quantitative CLTs that are stated in Theorem 1.4 and, as an easy
consequence, we are also able to show the convergence of finite-dimensional distributions in
Theorem 1.4. We consider first the part (1) and later we treat parts (2) and (3).

4.2.1 Part (1)

We will first show the estimate

drv (FR(t)/UR(t)v Z) S./ Rid/27 (429)

where Z ~ N(0,1). By Proposition 1.8 applied to ( ) Fr(t), we have

4
drv (FR(t)/O-R(t)’ Z) < 2 V AR7 (430)
where
Ar = / drdr'dsds'd0d0’ dzdz' dydy' dwdw'vo(0 — 0")yo(s — s")yo(r — ' )y(z — 2" )y(w — w)
R6 xR6d

X Yy = y")IDr2 Do, Fr(t) |4l Ds,y Dor wwy Fr(E) |4l Dyr ot FR(E) |4]| D o FR(E) | a-

Recall from Section 4.1.1 that 0%(t) ~ R%. Therefore, in order to show (4.29) it suffices to prove

the estimate
Ap < R (4.31)

Using Minkowski’s inequality, we can write

HDr,zDé,wFR(t)H4 = Dng’wu(t,x)da:

Br

< [ 1DeDasutt,a)| do.
4 Br
Then, it follows from our fundamental estimates in Theorem 1.3 that

IDr2DouwFr)lla S | Fraalr,z,0,w)ds, (4.32)
Br

with

~ 1

fraz(r,z,0,w) = 5 (Gior(z — 2)Gr_g(z — w)lagy + Grg(x — w)Go—r(z — W) 1cpy] ;
and, in the same way, we have

[ DrzFr(t)]la < /B Gir(x — 2)du, (4.33)
R

where the implicit constants in (4.32)-(4.33) do not depend on (R, r,z,0,w) and are increasing
in t. Now, plugging (4.32)-(4.33) into the expression of Ag, we get

Ar S / drdr'dsds'd9d0’ dzdz' dydy' dwdw' o (r — r')yo(s — ) v(0 — 6)y(z — 2/ )y(w — w')
[0,£]6 xR6d

4
7 Yy — y / ftz1, (T =2 0 w)ftxz, (5 y79 w)Gt r! (x3 *Z)Gt s’ (.I4— d(l:4 — Z-AR,]

7j=1
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The four terms Ag,...,Ar4 are defined according to whether r > 6 or r < ¢, and whether
s> 6 or s <@ For example, the term Apg; corresponds to r > 6 and s > 0"

1
Ar1 = - / drdr'dsds'd9d0’ dzdz' dydy' dwdw'~o(r — ") y0(s — s )v0(0 — &)
4 [O,t}G xR6d
xy(w = w)y(y —y)y(z = 2)Gro(z = w)Gsp (y — ')
X /4 dxaGyr (21 — 2)Gi—s(x2 — Y) Gy (3 — 2")Gy_g (24 — ). (4.34)
B

R

The term Ap o corresponds to r > 6 and s < #’, the term Ag 3 corresponds to r < 6 and s > ¢’
and the term Apg4 corresponds to 7 < ¢ and s < #'. In the following, we estimate Apg ; for
j =1,2,3,4 by a constant times RY, which yields (4.31).

To get the bound for Ag 1, it suffices to perform the integration with respect to dz, dzo, dzy,
dy', dy,dw’, dw, dz,dz',dz3 one by one, by taking into account the following facts:

sup | Gir(z—2)dr <t and sup / Yy —y)dy = 17l L1 (may-
2€R4 J Bg y'€Rd JRY

To get the bound for Ap 9, it suffices to perform the integration with respect to dxy, dzs, d?’, dz,
dza, dw,dw’,dy,dy’, dzs. To get the bound for Apg 3, it suffices to perform the integration with
respect to dxa,dy’, dzs, dy, dw’, dz1, dw,dz,dz’, dxs one by one. To get the bound for Ap4, it

suffices to perform the integration with respect to dxy, dzs, dxs,d2’, dz, dw, dw’, dy, dy’, dxy one
by one. This completes the proof of (4.29).

In the second part of this subsection, we show the f.d.d. convergence in Theorem 1.4-(1).

Fix an integer m > 1 and choose t1, ..., ty, € (0,00). Put Fg = (Fg(t1),..., Fr(tm)). Then,
by the result on limiting covariance structure from Section 4.1.1, we have that the covariance
matrix of R~%2Fp, denoted by Cr, converges to the matrix C = (Cij : 1 < 4,5 <m), with

Cij = Wd Zp' /Rd <.}?ti7x,p7 ﬁj,07p>H®pdx‘

p>1

Since Fg(t) = 6(—DL 1Fg(t)), according to [27, Theorem 6.1.2]%, for any twice differentiable
function h : R" — R with bounded second partial derivatives,

(E[h(R*d/QFR) — W(Z)] ‘ < |E[h(B=2FR) - h(Zp)] ] + )E[h(Z) — h(Zp)] ‘

mooy, . _
< 5z lh "l Zl Var((DFg(ti), ~DL-'Fa(ty)),, ) + [E[h(Z) ~ h(Zr)] |, (4.35)
with Zg ~ N(0,Cg), Z ~ N(0,C) and || ||oc = sup{‘%;xjh(m)‘ cxeR™ G, j=1,...,m}. It
is clear that the second term in (4.35) tends to zero as R — oo. For the variance term in (4.35),

taking advantage of Proposition 1.9 applied to F' = Fg(t;) and G = Fg(t;) and using arguments
analogous to those employed to derive (4.31), we obtain

Var<<DFR(tZ-), —DL_lFR(tj)>H> < R

8Note that there is a typo in Theorem 6.1.2 of [27]: In (6.1.3) of [27], one has d/2 instead of 1/2.
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Thus, the first term in (4.35) is O(R~%?), implying that E [h(R_d/2FR) —h(Z)] converges to zero
as R — oo. This shows the convergence of the finite-dimensional distributions of { R=%2Fg(t) :
t € Ry} to those of the centered Gaussian process G, whose covariance structure is given by

E[g(t)g(s)] = wy Zp! /d <ﬁ’m7p,ﬁ,07p>7_[®pdx, for s,t € [0, 00).

p>1 IR

This concludes the proof of part (1) in Theorem 1.4. O

4.2.2 Proofs in parts (2) and (3)

In part (2), in view of the dominance of the first chaos, we have already obtained in Section

4.1.2 that the finite-dimensional distributions of the process {R“HQF Rr(t):te ]R+} converge to
those of a centered Gaussian process {Gg(t)}:er, , whose covariance structure is given by (1.19).
By the same reason, the convergence of the finite-dimensional distributions in part (3) follows
from (4.24), (4.25), (4.27) and (4.28).

In this section, we show that:

RA/2 in part (2),
drv (Fr(t)/or(t), Z) < R™z(1482) i part (3) case (d'), (4.36)
R-U+A)/2 i part (3) case (1),

where Z ~ N(0,1). Taking into account (4.30) and the variance estimates in Section 4.1.2 and
Section 4.1.3, in order to get (4.36) it suffices to show that, for j € {1,2,3,4} and for R > ¢,

R4d=38 in part (2),
Ap; < < R8301482) in case (a/) of part (3), (4.37)
R5—38 in case (V') of part (3).

Since the total-variation distance is always bounded by one, the bound (4.36) still holds for
R <t by choosing the implicit constant large enough.

The rest of this section is then devoted to proving (4.37) for R > ¢ and for j € {1,2,3,4}.

Proof of (4.37). Let us first consider the term Ap ;, which can be expressed as
Ap1 = / drdr'dsds'd0dd’ dzdz' dydy' dwdw'yo(r — ")yo(s — " )v0(0 — 0')S1 .
(0,¢]6
with
Sir:= / dzdz' dydy’ dwdw'y(w — w")y(y — vy )v(z — 2) dzsGi_p(x1 — 2)
R6d B}
X GT—O(Z - w)ths(fL? - y)Gsfﬁ/ (y - w/)thr’ ($3 - Z/)ths’(lﬂ - y,)'
From now on, when d = 2, we write (w, w', y,y/, z,2’) = (w1, wa, W, wh, y1, Y2, Y1, Vb, 21, 22, 21, 25)
and then dy = dy;dys; note also that z1,...,z4 denote the dummy variables in R?. By making

the following change of variables

/ / / / / /
(Z,Z Y, Y, w,w ,w1,$2,$3,$4) — R(Z7Z U, Y , W, w 7x17x2’x37x4) (438)
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and using the scaling property Gy(Rz) = R'™G,p-1(z) for d € {1,2}, we get

Sip= R6+4d/ dzdz'dydy' dwdw'y(Rw — Rw')y(Ry — Ry')y(Rz — RZ') dxy
[—2,2]6¢ Bi
X Gir (11 — 2)Groo (2 —W)Gi-s (23 — Y)G oo (y — WG
R

R R R

’ ($3 — ZI)G%(CLZL — y/) (439)

t—r
R

Note that we have replaced the integral domain R%¢ by [—2,2]%¢ in (4.39) without changing the
value of Sj g, because, for example, 71 € By and |21 — 2| < (t —7)/R implies |2| < 1+tR™! <2
while |z —w| < (r —0)/R and |21 — 2| < (t —7)/R imply |w| < (¢t - )R~ +1<2.

In view of the expression of v in part (2) and part (3), we write, for z € R? (z = (21, 20) € R?
when d = 2),

R™Py(z) in part (2),
Y(Rz) = { R™P1=Pay(z) in case (a') of part (3),
R Py1(Rz1)y2(22) in case (V) of part (3),

and it is easy to see that

)
R_ﬁ/[ i v(z)dz < o0 in part (2),

sup / ¥(Rz — RZ)dz < RﬁlﬁQ/ v(2)dz < 0o in case (a’) of part (3),
2'€[—2,2]d J[—2,2]d [—4,4]4

4
R 1y (R)/ v2(8)ds < 0o in case (V') of part (3).
—4

\

To ease the notation, we just rewrite the above estimates as

sup / Y(Rz — RZYdz S R~ (4.40)
2'e[—2,2]9 J[-2,2)4

with a = f in part (2), o = 1 + (2 in case (a’) of part (3), and & = 1+ 3 in case (b') of part
(3).

To estimate Ap 1, we can use (4.40) to perform integration with respect to dz1,dxs, dz4,
dy', dy,dw', dw, dz,dz’, dx3 successively. More precisely, performing the integration with respect
to dz1,dxe, drs and using the fact

sup Gs/r(z —2)dz =t/R (4.41)
(5,2")€[0,8] xR JRY

gives us

[_2’2}6(1

X Gro(z = w)G o (y —0)G iy (23 = &)
R R

R

§R3+4dR_a/
[_272}5(1

dzd?' dydy' dwdw'y(Rw — Rw')y(Ry — Ry’ )y(Rz — RZ') / dzxs
By

dzdz' dydwdw'y(Rw — Rw')y(Rz — R2) / dxs
By
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X Groo(z—w)G. o (y—w)G, . (x3—2") by integrating out dy’ and using (4.40)
R R

R

S R2+4d_a/ dzd?' dwdw'y(Rw — Rw')y(Rz — RZ') / dxs
[_272}4‘1 B

X Gro(z—w)G,_(x3—2") by integrating out dy and using (4.41)
R "

S R2+4d—2a /

Ny dzdz'dwy(Rz — R2") / dr3Gro(z — w)G (x5 — 2')
[_272][

By R R

by integrating out dw’ and using (4.40); then, using (4.41) to integrate out dw
< R1+4d_2°‘/ dzdz'v(Rz — RZ') dxsG,_ (x5 — 2') < RM—3
[_272]2d B R

where the last inequality is obtained by integrating out dz, dz’, dxs one by one and using (4.40)
and (4.41). The bound

R4d—38 in part (2),
Sip S RM73 = { R8341-382 i cae () of part (3),
RO—30 in cae (V') of part (3)

is uniform over (r,r',s,s’,6,60') € [0,t]°, and hence we obtain (4.37) for j = 1. For the other
terms Ag2, Ar 3 and Ag4, the arguments are the same: We first go through the same change
of variables (4.38) to obtain terms S; r similar to Sy g in (4.39), and then use the facts (4.40)
and (4.41) to perform one-by-one integration with respect to the variables

dzy,dxs,d?',dz, dzo, dw, dw', dy, dy’,dxy  for estimating Ap o
dzy, dy, dxe, dy, dw', dzy, dw,dz,dz',dxs  for estimating Ag 3
dzy,dxs, dre, dz', dz, dw, dw’, dy, dy’, dxy  for estimating Ap 4

This concludes the proof of (4.37) and hence completes the proof of (4.36). O

4.3 Tightness

This section is devoted to establishing the tightness in Theorem 1.4. This, together with the
results in Section 4.1 and Section 4.2 will conclude the proof of Theorem 1.4. To get the tightness,
we appeal to the criterion of Kolmogorov-Chentsov (see e.g. [18, Corollary 16.9]). Put

R4/? in part (1) of Theorem 1.4
RI% in part (2) of Theorem 1.4
orR=14 " 1 (4.42)
R?72(A1+52) in part (3)-(a’) of Theorem 1.4
RB-8)/2 in part (3)-(b') of Theorem 1.4

and we will show, for any fixed T' > 0, that the following inequality holds for any integer k& > 2
and any 0 < s <t <T < R:

|Fr(t) = Fr(s)||, S (t = s)or, (4.43)

where the implicit constant does not depend on R, s or ¢. This moment estimate (4.43) ensures
the tightness of {oélF r(t) :t €[0,T]} for any fixed T > 0 and, therefore, the desired tightness
on R, holds.
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To show the above moment estimate (4.43) for the increment Fr(t) — Fr(s), we begin with
the chaos expansion

F ZI (/ dxftmn_fsxn>zzln(gn,R)a
n>1 n>1
where s,t are fixed, so we leave them out of the subscript of the kernel g, r and

n—1

9n,R(8n,Yn) = [@t,R(Shyﬂ — ‘PS,R(Slvyl)} H Gsj—s;1(Yj — Yj+1) (4.44)
j=1

with H _, =1 and ¢y r(r,y) fBR Gi—r(x — y)dz. The rest of this section is then devoted to
proving (4.43).

Proof of (4.43). By the triangle inequality and using the moment estimate (2.15), we get, for
any k € [2,00),

|Fr(t) = Fr(s)||, <> (k=)™ | L (gn.r)ll, -

n>1
Note that the kernel g, p = 0 outside [0,¢]" x R?". Then, using (2.8) and (2.13), we can write
w2l i~ g \1/2
|Fr(t) = Fa(s)], < 3 otk = 0] (nlGurllyen )

n>1

where g, r is the canonical symmetrization of g, g:

IR (Sn,Yn) = — Z [%R Yo(1)) — 905,3(50(1),%(1))} LI Gsoisy—soisan, Moty — Yo(+1)-
c€By, j=1

With the convention (1.6) in mind, we can write

:/ dsn/ [@t,R(Slayl) SOSR Slayl :| H GS] 5]+1 yj+1)
t>51>>8,>0 R2nd

n
X [@t,R(Sla yll) — s r(51, yll)} H GSJ*SJH yj+1 H y] dyjdyj

Then, using Fourier transform, we can rewrite n!|/g,, R||3{®n as follows:
0

o= | don | ()| FLug "6+ 4 )
0 t>51>>5,>0 Rnd

n—1

< |G (€1t + &) = Gaorn (&4 + &) T [Coymsyn | G+ + &).
j=1

(4.45)
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Recall the expression (2.29) CA}t(§) = % and note that it is a 1-Lipschitz function in the

variable ¢, uniformly over ¢ € R?. Then
~ . )
G (G + 4 &) =Gy (S +--+ &) < (t—s9)%

Therefore, plugging this inequality into (4.45) and then applying Lemma 2.6 yields

G rlen < (¢ =92 [
>

n—1
n ’ NG s P&
51>~..>sn>ods (/Rdu(dé)!leR\ (£)>j];[1/Rdu(d§])\ s (E)

n n—1
<l <2(t2 [ 1“ﬁ?|2) L maF1s, @),

n.

which is finite since 15, € Py. Using Fourier transform, we can write

/ n(de)| Fp, (€)= / 15, ()15 ()& — y)ddy.
]Rd RQd

Now let us consider the cases in (4.42).

In part (1) where v € L'(R%),

/R (@)1, ) — y)dedy < A(RYwgR! S o

In the other cases, we can make the change of variables (z,y) — R(z,y) to obtain

/ 15, (2) 1B, (y)y(z — y)dedy = R* / 1p,(2)1p, (y)v(Rr — Ry)dzdy
R2d R2d

S RQd—a _ 0_2

R

using (4.40) with o = § in part (2), o = 81 + (B2 in case (a), and o = 1+ S in case (V).
As a consequence, we get

s 2 cr o, 2
WGl < rohlt - 5)%
and therefore,

n/2 1
|Fr(t) = Fr(s)||, <t - s|03§ [CTy(k — 1)] ﬂﬁ’

which leads to (4.43). O

5 Proof of Theorem 1.10

We argue as in the proof of Theorem 1.2 of [3]. As we explained in the introduction, it suffices
to show that for each m > 1,

|Du(t,z)|| >0 a.s. on Oy,

where Q,, = {|u(t,x)| > 1/m}.
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We claim that, almost surely, the function (s,y) — Ds g u(t, z) satisfies the assumptions of
Lemma A.1. Indeed, for d = 2, by Minkowski’s inequality and the estimate (1.11), we have

B ( [as ([ 1pentenoan) w) < [oo(,

t 1/q
< C/ ds < GH (x— y)dy> < 0.
0 R2

1/q

E [|D37yu(t, :L')|2] )qdy>

For d = 1, again by the estimate (1.11),

E (/Ot ds (/R |D57yu(t,a:)|2dy>) < C/Ot ds/RG,?S(x —y)dy < oo.

Moreover, (s,y) — Dsyu(t,xz) has compact support on [0,¢] x By for some M > 0. As a
consequence, by Lemma A.1, it suffices to prove that

t t
/ | Dy ou(t,z)||3dr = / D, u(t, x) Dy u(t, z)y(z — 2')dzdz'dr > 0 a.s. on Qp,.  (5.1)
0 0 JRr2d

As in the proof of Lemma 5.1 of [3], Corollaries 3.3 and 3.4 allow us to infer that the
H @ Po-valued process K defined by

K(T)(Saya z) = Gs(x — y)Dr,zu(Sa Y)

belongs to the space D'?(H ® Py). This is because, using Corollary 3.3, we can write

E(IK® |2p,) = /

ra)? e

xY0(s — ')y (y — y')dydy'dsds’'

<C / Gis(z —y)Gig(x —y")0(s — )y — ) dydy'dsds’ < oo,
[r,42 JR2d

ths(x - y)ths’ ($ - y/)E<<DT’.u(s, y)> DT,QU(3/> y/)>0>

and in the same way, using Corollary 3.4 we can show that ]E(||DK(7") H%—t@?—t@%) < 00. Therefore,

the process K () belongs to the domain of the Py-valued Skorokhod integral, denoted by 8. Then,
using the same arguments as in the proof of Proposition 5.2 of [3], replacing L?(R) by Poy, we
can show that for any r € [0,¢], the following equation holds in L?(; Py):

D, qu(t,x) = Gi—r(z — ®)u(r, o) +/ /Rd Gi—s(r — y) Dy ou(s, y)W(8s, 6y). (5.2)

Let 6 € (0,t A 1) be arbitrary. Due to relation (5.2) we have, almost surely,

t t 1 t
[ Dt ol = [ 1Dt a)pdr= 5 [ 1Geie - sutro)lFdr - 16), (3
0 t

t—0 —0
where
t t L 2
I(0) = / / Gi—s(x — y)Dyou(s,y)W(ds,0y)|| dr
t—5 |lJr JRA 0
t t 2
= / / Gi—s(z —y)Dyou(s,y)W(ds,0y)| dr.
t—6 [|[Jt—35 JRE 0
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On the event Q,, = {|u(t,z)| > 1/m}, we have

t t
/ |Gt (z — @)u(r, )||3dr = / Gir(x — 2)Gy_r(x — 2 )u(r, 2)ulr, 2 )y(z — 2")dzdZ dr
t—0 t

_s Jr2d
¢
= / Gir(x — 2)Gir(x — 2 u(t, 2)*y(2 — 2/)dzd dr
t—4 JRR2d
t
- / Gi—r(z — 2)Gi_p(z — 2) [u(t,z)? — u(r, 2)u(r, 2')|y(z — 2)dzdz'dr
t—6 JR2d
1
> 0(8) — J(0),
where
t
Po(9) :== / / Gir(z — 2)Gi_p(x — 2)y(2 — 2')d2dZ dr
t—6 JR2d
é
= / G (2)Gr(2)y(z — 2')dzd2 dr
0 R2d
and

J(0) == /;é o Gir(x = 2)Gi_r(z — 2 )y(2 — 2) (u(t, x)? — u(r, 2)u(r, z'))dzdz’dr.

Coming back to (5.3), we can write

¢ 1 1
/0 IDrlt,2) e > 5 0o(8) — 3J(6) ~ 1(5) on Q. (5.4)

We now give upper bounds for the first moments of J(9) and 1(4). We will use the following
facts, which were proved in [4]:

Cy = sup  lu(s,y)|l2 < o0 (see also (3.16) in Remark 3.1)
(s,9)€[0,] xR

Gtz(0) ;== sup sup |lu(t,x)—u(s,y)ll2 =0 asd—0.
[t—s|<d |z—y|<d

We first treat J(§). By Cauchy-Schwarz inequality, for any 7 € [0,t] and z, 2’ € R?,
Ellu(t, z)* = u(r, 2)u(r, 2)|] < [Ju(t, z)|2]ult, x) — ulr, 2)]|2 + [ulr, 2)||2llu(t, z) = u(r, 2')]|2

< & (It @) = ulr, )2 + Ju(t, @) = u(r, 2)]l2).

Since Gi_,(x — z) contains the indicator of the set {|z — z| < ¢t — r}, we obtain:

¢
E(|J(0)]) < 2Cf / Gir(x — 2)Gi_p(x — 2)y(2 — 2)|ult, z) — u(r, 2)||2dzdz’dr
t—3§ JR2d
t
<207 / Gir(x — 2)Gi_p(xz — 2 )y(z = 2') sup |u(t,x) — u(s,y)|2dzdz'dr.
t—6 JIR2d t|—5<|s<<5t
z—y

It follows that
E(|J(9)]) < 2CF 91,2(0)0(6). (5.5)
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Next, we treat 1(J). Applying Proposition 6.2 of [1] to the Pp-valued process

U(Sa y) = l[t—é,t](S)ths (l‘ - y)Dr,ou(Sa y)

we obtain B
E([6(U)II5) < E(IU3ep,) + E(IDU3zmsp,)-
We have,

E(|U3ep,) = E (/ Gi—s(x —y)Gi_g(x —y')0(s — ")y — ¢)
[t—6,t]2 JR2d

X (Dr.eu(s,y), Dyou(s', y’))odydy’dsds’>

and

E(| DU [302em,)
~E ( o] Gee = iGeste = il = St - o)
[t—4,¢]2 J[0,r]2 JRAd
X <D(297w)7(r7.)u(s, Y), Dgr ) (re) (S, y’)>0 Y0 (0 — 0" )y(w — w’)dwdwﬂydy’de@dsds’)
=E (/ Gi—s(z = y)Gig(x = y')70(s = )7y = ¥/)
[t—6,t)2 JR2d
X <DD,,,.u(s, y), DD, qu(s', y’)>H®P0dydy'dsds’> .
Hence, E(I(9)) < I1(0) + I2(0), where
L(6)=E (/ Gi—s(z —y)Gig(x —y)r0(s — )7y —¥/)
[t—6,t]3 JR2d
X (Dreu(s,y), Dyeu(s', y')>0dydy’dsds'dr>
and
I(6) :==E (/ Gi—s(z —y)Gi—g(x —y')r0(s — )1y —¥/)
[t—6,t])3 JR2d
x (DDyeu(s,y), DDy ou(s', y'))uep, dydy’dsds’dr) .

Using Cauchy-Schwarz inequality and Corollaries 3.3 and 3.4, we obtain:
E(|(Drau(s,y), Drouls',y'))o|) < Ci and  E(|(DDyau(s.y). DDpeu(s'sy)usm|) < €1

Hence,

E[1(3)] < (Ct + CY)o6(0), (5.6)
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where
¢(0) : = / Gi—s(x = y)Giog (x — y')r0(s — ')y (y — ¥ )dydy'dsds’
[t—6,t]2 JR2d
— [ GGl — 1l — o)y dsds' (57)
[0 6]2 R2d
Using (5.4), (5.5) and (5.6), we conclude the proof as follows. For any n > 1,

p ({/Ot 1Dy eult, )2 dr < 711} N Qm> <P (1(5) + %J(d) > ﬁ%(é) - i)

< (gt - 7)  (BIO)]+ zE1O) < 9 Cé”gff;ogffg?“)%“).

Letting n — oco, we obtain:

<{/ |Drou(t, 2) lgdr = 0} n Qm) <2m*((Ci+ Cé/)ém + Ci 12 ()).

Note that using Fourier transform and the expression (2.29), we can rewrite (5.7) as

60) = [ [ GuOBu(erals - ulde)dsds
0,8]2 JRd

1 ~ 2 A/ 2 o ’ ~ 9
< /[0 P [ 3[Gu€r + Gt uls = ntag)dsas’ <1 /[0 o, Gt utayis

where 'y = 2f0 Yo(s)ds. That is, we have ¢(d) < I'sipo(d). Finally taking § — 0 proves (5.1),
since gt »(6) — 0 and 0 ¢(f)) <ol —0asd—0. O

A Appendix

A.1 Auxiliary Results

Let d = 2 and assume Hypothesis (H1). Suppose that S : Ry x R? — R is a measurable function
such that S € L?(Ry; L?4(R?)), where ¢ is given in (2.20) in cases (a) and (b) and it is given
n (2.23) in case (c). We assume also that S has support in [0,7] x By, for some M > 0. We
claim that S belongs to H and the following estimates hold true:

1Sl < VITlSlmg < VT Dy[IS] L2y s120(m2)-

Indeed, the first inequality is due to (2.13) and the second one follows from (2.25).
For d = 1, if S € L?(R; x R) has support in [0,7] x By for some M > 0, then S € H and
the following estimates hold true:

151 < VT[Sl < \/FTH7132M||L1(R)”S||L2(R+><R)-

Indeed, the first inequality is due to (2.13) and the second one follows from

T T 52 t, 4 S2 t, /
15113, :/0 /R2 S(t,y)S(t,y’)v(y—y’)dydy’dtS/0 . GF) 5 ( y)v(y—y’)dydy’dt
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and

sup /BM Yy —y)dy < / v(y)dy.

y' €By Boar

Let us recall the Hypothesis (H2): The measures jo and p such that vo = Fug and v = Fu
are absolutely continuous with respect to the Lebesgue measures with strictly positive densities.

Lemma A.l1. Fiz d € {1,2} and assume that the Hypothesis (H2) holds. Let the Hypothesis
(H1) hold if in addition d = 2. Suppose that the function S : Ry x RY — R has support in
[0,T) x By for some M >0 and S € L*(Ry; L*(R?)), where

q is given by (2.20) in cases (a) and (b) and by (2.23) in case (c) if d = 2,
g=11ifd=1.

If .
[ / / S(t,2)S(t,y)y(e — y)dedydt > 0, (A1)
0 JRdJRA
then ||S|ly > 0.

Proof. Suppose that ||S||% = 0. There exists a sequence of smooth functions (¢ )r>1 in C>°(Ry x
R?), with support in [0, 7] x By, which converges to S in L?(R; L?¢(R?)). Then,

0= 18I, = Jim ally = Jim [ |Fon(r &) poldr(de),
() o JR, x

where v9 = F g, v = Fp and Fiy stands for the Fourier transform of ¢ in space-time variables
in this proof. By choosing a subsequence (k;);>1 we have that

lim Fepy, (7,£) =0
j—o0

for pp ® p-almost all (7,€). On the other hand, keeping in mind that the supports of S, are
contained in [0, 7] x By, we have

_a 11
[ — S“Ll(RerR?) < (rMPT)' "2 [k = SHL24(R+><R2) < (rM?)! 2T [[n — SHL?(RJr;L2q(R2))7

from which we deduce that (11,)x>1 converge in L1([0,T] x Bys) to S. Thus Fiy (7, £) converges
to FS(1,§) for all (7,£) and the convergence is uniform. As a consequence, FS(7,£) = 0 for
o @ p-almost all (7,€) € Ry x R? and by Hypothesis (H2), we obtain FS(7, &) = 0 for almost
all (1,€) € R x R? with respect to the Lebesgue measure.

Hence S(t,z) = 0 for almost all ¢ > 0 and = € RY, i.e. there exists a Borel set N C Ry x R?
with Ag41(N) = 0 such that S(¢,z) = 0 for all (¢,x) ¢ N. Here A\, denotes the Lebesgue measure
on R¥. Therefore,

. /0 h /R d /R L4t y)S(t2)S () (@ — y)dadydt,

where A := {(t,x,y) € Ry x R? x R%; (t,2) € N, (t,y) € N}.

Let N; = {x € R% (t,x) € N} be the section of the set N at point ¢ > 0. By Fubini’s theorem,
Adr1(N) = [7° Aa(INy)dt. Since Ag1(N) = 0, we infer that Ag(NN;) = 0 for almost all £ > 0. Note
that the section of the set A at point ¢ is 4; = {(x,y) € R x R (t,2,9) € A} = N; x N;, and
its Lebesque measure is Aag(A¢) = A3(N;) = 0 for almost all ¢ > 0. By applying Fubini again,
we infer that Apgi1(A) = [5° A2a(A¢)dt = 0. This shows I = 0, which contradicts (A.1). O
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A.2 Proof of Proposition 1.9

In this section, we only sketch the proof of Proposition 1.9 as the main body of the proof is
almost identical to that in [43, Proposition 3.2].

Proof of (1.27). Using the duality relation (2.5) and the identity L = —§D, we have
E[(DF,-DL'G)y]| =E[F(-6D)L'G] = E[FLL™'G] = E[FG] = Cov(F,G),

which shows the equality in (1.27). Then, applying the Gaussian Poincaré inequality (2.12) and
using Lemma 3.2 of [28], we can bound the variance appearing in the left-hand side of (1.27) by

E[ID(DF, ~DL'G) 4] < 2B[|(D*F,~DLG)ull3| +2E[|(DF, ~D*L G-

We will show that the first expectation-term is bounded by A; and the other one can be estimated
in the same way and bounded by A,. Using the representation (see e.g. [27, Proposition 2.9.3|)

(o]
—-DL7'G = / dte 'P,DG,
0
with {P;,t > 0} the Ornstein-Uhlenbeck semigroup, we can write
o
(D*F,-DL™'G)y = / dte " (D*F, P,DG). (A.2)
0

Note that if (M, 9N, v) is a probability space on which s € M —— V; € |H| is 9M-measurable
such that [, |1V3] Hiy(ds) < 00, then by Fubini’s theorem and Cauchy-Schwarz inequality,

e

- / (Vi, Vi hpe(ds)v(ds')
MZ

IVallg + [IVerll3,

" = 2 u(ds).
< [ PR = [ Vil

Using the above inequality on (R, e 'dt), we deduce from (A.2) that

2
H

[(D*F, ~DL™'G)y|[3, < /Ooo dte™!|[(D*F, P.DG)y |3,

Observe that (D?F, P,DG)y, is nothing else but the one-contraction D?*F ®; P,DG, so that
|(D?F, P,DG)y|;, = (D*F @1 P.DG, D*F ®1 P,DG)y,
= (D*F @1 D°F, (P,DG) ® (PDG)) 2,
where the last equality follows from the definition of contractions. Therefore, we have
E[|[{D*F, ~DL™'G)xli3]
oo
< ]E/ dt e_t/ drdr'dsds'd9d0’ dzdz' dydy' dwdw'+o(0 — 0")yo(s — s )yo(r — 1)
0 RS xR6d
X y(z =2 )y(w —w)y(y —y) x [DT,ZD(;@F] [D&yDg/’w/F] P(D,s »G)Py(Dy v G)
and thus we end our estimation of E[|[(D*F, —DL™'G)||3,] by using Holder inequality and the
contraction property of P; on L*(f2), that is, using || P;(D, »/G)||4 < || Dy »G||4.
To estimate the other expectation-term E[|[(DF, —D*L~1G)||3,], one can begin with
oo
-D’L7'G = / dte"*P,.D*G
0

and then follow the same arguments. O
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