ASYMPTOTICS OF STEADY STATES OF A SELECTION MUTATION EQUATION FOR SMALL MUTATION RATE

ÀNGEL CALSINA
Departament de Matemàtiques, Universitat Autònoma de Barcelona
08193 Cerdanyola del Vallès, Barcelona, Spain

SÍLVIA CUADRADO
Departament de Matemàtiques, Universitat Autònoma de Barcelona
08193 Cerdanyola del Vallès, Barcelona, Spain

LAURENT DESVILLETES
CMLA, ENS Cachan, IUF & CNRS, PRES UniverSud, 61 Av. du Pdt. Wilson
94235 Cachan Cedex, France

GÀEL RAOUl
DAMTP, CMS, University of Cambridge, Wilberforce Road
Cambridge CB3 0WA, United Kingdom

Abstract. We consider a selection mutation equation for the density of individuals with respect to a continuous phenotypic evolutionary trait in which the competition term for an individual of a given trait depends on the traits of all the other individuals giving then an infinite dimensional nonlinearity. Mutation is modelled by means of an integral operator. We prove existence of steady states and we show that their asymptotic profile, when the mutation rate goes to zero, is a Cauchy distribution.

1. Introduction. In this paper we consider a selection mutation equation for the density of individuals of a biological population with respect to a continuous phenotypic evolutionary trait. Selection mutation equations in the continuous framework were introduced in [10] and [18] in order to explain the maintenance of variability in a continuum of alleles due to the balance effect of selection and mutation. A continuation of this work can be found in [3] and more extensively in [4].

With an ecological point of view this type of equations has been used to model the evolution of phenotypical traits (see for instance [5, 6, 11]). One of the main goals in this topic is the study of the existence and the properties of the stationary solutions of these equations. An important feature of these previous works is that the feedback variable (also called environment, see e.g [21]) is finite-dimensional and therefore the equations reduce to linear when a finite number of quantities is considered fixed. This is what happens when individuals compete

2000 Mathematics Subject Classification. Primary: 92D15 ; Secondary: 35Q92, 35C20.
À. Calsina and S. Cuadrado are supported by MTM2008- 06349-C03-03, 2009-SGR-345 and FR2009-0019. L. Desvillettes and G. Raoul are supported by Project CBDif-Fr ANR-08-BLAN-0333-01 and the PICASSO project POLYCELL, number 22978WA. G. Raoul has been supported by Award No. KUK-I1-007-43 of Peter A. Markowich, made by King Abdullah University of Science and Technology (KAUST).
for a given number of different nutrients (see e.g. [11], [5]).

More precisely, this means that these equations can be written in the form $f_t = A(E(f))f$ where $f$ denotes the density of individuals with respect to the evolutionary trait, $f_t$ is time derivative, $E$ is a (usually linear) function from the state space to a finite dimensional space and $A(E)$ is a linear operator on the state space. Then the problem of looking for steady states is equivalent to finding positive eigenfunctions corresponding to the zero eigenvalue of the linear operator plus solving a fixed point problem in a finite dimensional space (nonlinear due to the nonlinear dependence of the operator $A(E)$ with respect to $E$, see [7, 8, 9]).

However, in many applications, the environment is not finite dimensional (see [26, 27, 22], for instance), we thus consider (like in [12] and [16]) in the present paper the more general case where the competitive stress that an individual of a given trait feels (undergoes) turns out to be the sum of the individual competitions caused by all the other individuals, typically in such a way that they are stronger when individuals have closer traits.

In this article, we model mutations by means of an integral operator like in [27, 25, 11, 23, 2]. Notice that mutations have also been modelled using a diffusion operator in e.g. [22, 26, 6, 19].

Typically, only a small proportion of offspring are affected by mutations having an influence on the considered phenotype. Notice that this assumption of rare mutations is at the basis of the so-called Adaptive Dynamics Theory (see [20, 14]), where the ecological time scale (that is, the time scale of the selection phenomena) is considered as infinitely faster than the evolutionary time scale (that is the time scale of mutations). On the other hand pure selection models for continuous phenotypic traits are often used in theoretical works on biological evolution (see e.g. [15]). For mathematical studies on pure selection models see for instance [1, 12, 24].

We are thus interested in an asymptotic study of the steady states of the population when the proportion of mutants goes to zero. In [7, 8, 9], it has been shown (in the case of a finite-dimensional environment) that the steady states tend to concentrate around a Dirac mass at an ESS value of the trait (that is, a value of the trait such that if there is no mutation and all individuals share this trait, they are uninvadable by small populations with a different trait value, see [20]). In the case of a small mutation modelled by a diffusion, formal asymptotics (see [18, 17]) suggest that the asymptotic profile of the population should be a Gaussian distribution. In this paper we show rigorously that in the case of mutation modelled by an integral operator, the asymptotic profile of a steady state is a Cauchy distribution (see (1)).

In Section 2, we introduce the model and some notation that will be useful throughout the article.

In Section 3, using Schauder’s fixed point theorem, we show (under reasonable technical assumptions on the coefficients) that the model admits a non-trivial steady-state if (and only if) the per capita growth rate is positive for some value of the trait when the population is small.

Section 4 is devoted to an asymptotic analysis of the shape of steady populations, when the mutation rate tends to zero. As in [7, 8, 9], we consider cases where the monomorphic population $f = \delta_0$ would be globally stable in the corresponding pure selection model, and we study what happens when the mutation rate is small, but not zero. In order to do it, we perform a rescaling on both dependent and
independent variables and we obtain that the steady states tend, when the mutation rate goes to zero, to a Cauchy distribution:
\[
f^\varepsilon(x) \sim \frac{1/\varepsilon}{C_1 + C_2(x/\varepsilon)^2},
\]
where \(\varepsilon\) is the mutation rate, and \(C_1, C_2\) are constants that can be computed explicitly.

2. The model.

Let us consider the following selection mutation model
\[
\begin{aligned}
\partial_t f(t, x) &= \left((1 - \mu)b(x) - d_0(x) - \int_X d(x, y)f(t, y)dy\right)f(t, x) \\
&\quad + \mu \int_X b(y)\beta(x, y)f(t, y)dy,
\end{aligned}
\]
\[
f(0, x) = f_0(x),
\]
for the density of individuals \(f(t, x)\) with respect to an (abstract) evolutionary trait \(x \in X\), a bounded interval of \(\mathbb{R}\) such that \(0 \in \text{Int } X\).

The parameter \(\mu \in [0, 1]\) stands for the probability of mutation in every reproduction, \(b(x)\) is the trait specific birth rate and \(\beta(x, y)\) is the density of probability that the offspring of an individual with trait \(y\) has trait \(x\).

The quantity \((1 - \mu)b(x)f(t, x)\) gives then the density of newborns per unit of time due to faithful reproduction and \(\mu \int_X b(y)\beta(x, y)f(t, y)dy\) the density of newborns per unit of time due to mutant reproduction. The trait specific per capita death rate is given by the terms \(d_0(x)\) and \(\int_X d(x, y)f(t, y)dy\). The last one is the only nonlinear term which models the interaction between individuals through competition for resources.

Typically we think of a function \(d(x, y) = \tilde{d}(|x - y|)\) such that the function \(\tilde{d}\) is bounded below by a strictly positive constant (meaning that any individual competes with all individuals having any value of the trait) and having a maximum at zero (meaning that the maximum competition occurs between identical individuals). Obviously this means that the function \(d\) has critical points on the diagonal. However we will assume a weaker hypothesis on \(d\) (see Assumption 3 in section 4).

To simplify notations in the proofs, we will denote from now on by \(\mu m(x, y)\) the rate of mutants of trait \(x\) produced by a parent of trait \(y\):
\[
m(x, y) := b(y)\beta(x, y),
\]
and by \(a_\mu\) the intrinsic growth rate if we forget the mutant newborns:
\[
a_\mu(x) := (1 - \mu)b(x) - d_0(x).
\]

We will also define the fitness of an individual of trait \(x\) as
\[
s[f(t, \cdot)](x) = a_\mu(x) - \int_X d(x, y)f(t, y)dy.
\]


This section is devoted to prove existence of steady states of (2). We introduce the notation
\[
d^\ast f(x) := \int_{y \in X} d(x, y)f(y)dy,
\]
and the same for the mutation kernel \(m\). To avoid cases where the population concentrates on the boundary, we will make the following assumption:
Assumption 1: For any $f \in L^1_+(X)$ such that $\max s[f] = \min (d^sf - (1 - \mu)b + d_0) \leq 1$, the maximum of $s[f] = (1 - \mu)b - d_0 - d^sf$ is reached in the interior of $X$.

This assumption seems difficult to check. However, it is possible to give easier conditions on the parameters of the model that imply it and that we state in the following remark.

Remark 1. Notice that $\max s[f] = \min (d^sf - (1 - \mu)b + d_0) \leq 1$ implies that $\|f\|_{L^1} \leq \frac{\max((1 - \mu)b - d_0) + 1}{\min d}$. Assumption 1 is then satisfied if one of the following two conditions is satisfied:

- There exists $\bar{x} \in \text{Int } X$ such that
  $$(1 - \mu)b(\bar{x}) - \sqrt{\min d} = \max((1 - \mu)b - d_0)$$
  and for any $x \in \partial X$,
  $$(1 - \mu)b(x) - \sqrt{\min d} \leq \max((1 - \mu)b - d_0) - (\|d\|_{\infty} - \sqrt{\min d})\frac{\max((1 - \mu)b - d_0) + 1}{\min d}.$$

  Indeed, this implies that for $x \in \partial X$
  $$s[f](x) - s[f](\bar{x}) \leq \|d\|_{\infty}\|f\|_{L^1} - \max((1 - \mu)b - d_0)$$
  $$\leq 0.$$

  Then, $s[f](\bar{x}) \geq s[f](x)$, and the maximum of $s[f](x)$ is necessarily reached in the interior of $X$.

- Let $X = [x_1, x_2]$,
  $$(1 - \mu)b'(x_1) - \sqrt{\min d} \geq 0$$
  $$(1 - \mu)b'(x_2) + \sqrt{\min d} \leq 0.$$

  This implies that $\frac{d}{dx}s[f](x_1) > 0 > \frac{d}{dx}s[f](x_2)$, and the maximum of $s[f]$ is then reached in the interior of $X$.

In order to prove the theorem of existence of steady states we first prove the following technical lemma.

Lemma 3.1. Let $C_1, C_2, C_3, C_4, C_5, C_6 > 0$. If $\delta > 0$ is small enough, then there exists $\hat{\alpha} > 0$ such that:

$$\hat{\alpha} \leq \frac{(1 - \delta)C_1}{C_2 + C_3 (C_4 + \frac{C_5}{\hat{\alpha}}) \delta} - C_6 \delta. \quad (3)$$

Proof. $\hat{\alpha}$ satisfies (3) if and only if

$$0 \geq \hat{\alpha} ((C_2 + C_3C_4)\hat{\alpha} - C_1) + \delta((C_1 + C_3C_5)\hat{\alpha} + C_6(C_2\hat{\alpha} + C_3(C_4\hat{\alpha} + C_5\delta)))$$

which is satisfied (for instance) by $\hat{\alpha} = \frac{C_1}{2(C_2 + C_3C_4)} > 0$, if $\delta > 0$ is small enough. □

Theorem 3.2. Let $\mu \in [0, 1]$, $b, d_0 \in W^{2,\infty}(X)$, $d \in W^{2,\infty}(X \times X)$, $\beta \in W^{1,\infty}(X \times X)$ such that $\min d > 0$, $\min \beta > 0$, $\min b > 0$ and such that $\max((1 - \mu)b - d_0) > 0$.

Under Assumption 1 there exists a non trivial (i.e. non 0 everywhere) steady state $\bar{f} \in W^{1,\infty}(X)$ of (2). Moreover, if (for some $k \in \mathbb{N}$) $b, d_0 \in W^{k,\infty}(X)$ and $d, \beta \in W^{k,\infty}(X \times X)$, then $\bar{f} \in W^{k,\infty}(X)$. 
Proof. Let $\delta > 0$. We define,

$$F(f) := (1 - \delta) f + \delta \frac{\mu m^* f}{-s[f]},$$

and (for $\tilde{\alpha} > 0$, $\tilde{\Lambda} > 0$, $\gamma > 0$ to be chosen later) the sets

$$F := \{ f \in L^1_+; \alpha(f) \geq \tilde{\alpha}, \|f\|_{L^1} \leq \tilde{\Lambda} \},$$

where $\alpha(f) := \min \{-s[f]\}$, and

$$G := F \cap \{ g \in W^{1,\infty}(X); \|g\|_{L^\infty} \leq \gamma \}.$$  

We notice that $G$ is a convex, bounded and closed set in $(C(X), \| \cdot \|_{\infty})$. Then, thanks to the Ascoli Theorem, it is compact in $(C(X), \| \cdot \|_{\infty})$. We will show that it is not empty (see (11) below), and that, for $\delta$ small enough, one can find $\tilde{\alpha}, \tilde{\Lambda}$ such that $F(G) \subset G$. We can then apply Schauder’s fixed point theorem to the set $G$ and obtain the existence of $\bar{f} \in G$ such that

$$\bar{f} = F(\bar{f}) = (1 - \delta) \bar{f} + \delta \frac{\mu m^* \bar{f}}{-s[\bar{f}]};$$

and therefore

$$0 = (s[\bar{f}]) \bar{f} + \mu m^* \bar{f},$$

which proves the existence of a steady-state $\bar{f} \in W^{1,\infty}(X)$ of (2). Notice that $\bar{f}$ is non trivial because $0 \notin F$ since $\alpha(0) = \min(-a_\mu) = -\max((1 - \mu)b - d_0)$.

Let us prove that, for $\delta$ small enough, $F(G) \subset G$. We will do it in four steps.

**Step 1:** We bound $\{\alpha(F(f)); f \in F\}$ from below.

$$\alpha(F(f)) = \min \{-s[F(f)]\}$$

$$\leq \min \left\{ d^* \left[ (1 - \delta) f + \delta \frac{\mu m^* f}{-s[f]} - a_\mu \right] \right\}$$

$$\geq \min \{-s[f]\} + \delta \min \left\{ d^* \left( \frac{\mu m^* f}{-s[f]} - f \right) \right\}$$

$$\geq \alpha(f) + \delta \left( \mu (\min d) (\min m) \|f\|_{L^1} \int_X \frac{dx}{X - s[f]} - \|d\|_{\infty} \|f\|_{L^1} \right).$$

Thanks to Assumption 1, if $\alpha(f) \leq 1$, there exists $x_0 \in \text{Int}X$ such that $(-s[f])(x_0) = \min(-s[f]) = \alpha(f)$. Then, $(-s[f])'(x_0) = 0$, and

$$(-s[f])(x) \leq \alpha(f) + \frac{1}{2} \|(s[f])''\|_{\infty} (x - x_0)^2,$$

which gives the following estimate on $\int_X \frac{dx}{X - s[f]}$, provided that $\alpha(f) \leq \min \left( \frac{\|a_\mu''\|_{\infty} |X|^2}{8}, 1 \right)$,

$$\int_X \frac{dx}{X - s[f]} \geq \int_0^{\|X/2\}} \frac{dy}{\alpha(f) + \frac{1}{2} (\|a_\mu''\|_{\infty} + \|\partial_{11}^2 d\|_{\infty} \|f\|_{L^1}) y^2}$$

$$= \sqrt{\frac{2}{\alpha(f) (\|a_\mu''\|_{\infty} + \|\partial_{11}^2 d\|_{\infty} \|f\|_{L^1})}} \arctan \left( \frac{\|a_\mu''\|_{\infty} + \|\partial_{11}^2 d\|_{\infty} \|f\|_{L^1}}{2\alpha(f)} \left| \frac{X}{2} \right| \right)$$

$$\geq \frac{\pi}{2 \sqrt{2\alpha(f) (\|a_\mu''\|_{\infty} + \|\partial_{11}^2 d\|_{\infty} \|f\|_{L^1})}}.$$
Then,
\[
\alpha(F(f)) - \alpha(f) \geq \delta \|f\|_{L^1} \left\{ \mu(\min d) (\min m) \frac{\pi}{2\sqrt{2}} \sqrt{\alpha(f) (\|a''_\mu\|_\infty + \|\partial^2_{11}d\|_{\infty}\tilde{\Lambda})} - \|d\|_\infty \right\}
\]
\[
\geq 0,
\]
if \(\alpha(f) \leq \min\left\{ \frac{\pi^2}{8} \mu^2 (\min d)^2 (\min m)^2 \right\}
\left[ \frac{\|a''_\mu\|_\infty}{\|d\|_\infty (\|a''_\mu\|_\infty + \|\partial^2_{11}d\|_{\infty}\tilde{\Lambda})}, \frac{1}{\|X\|}, \frac{\mu}{\|m\|_\infty |X|} \right].
\]
We define a constant \(\tilde{\Lambda}\) that will be used in Step 2 by:
\[
\tilde{\Lambda} := \frac{1}{\min d} (\mu \|m\|_\infty |X| + \max a_\mu).
\]
We also define the constant \(C\) by
\[
C := (\|a''_\mu\|_\infty + \|\partial^2_{11}d\|_{\infty}\tilde{\Lambda}) \min\left\{ \frac{\pi^2}{8} \mu^2 (\min d)^2 (\min m)^2 \right\}
\left[ \frac{\|a''_\mu\|_\infty}{\|d\|_\infty (\|a''_\mu\|_\infty + \|\partial^2_{11}d\|_{\infty}\tilde{\Lambda})}, \frac{1}{\|X\|}, \frac{\mu}{\|m\|_\infty |X|} \right].
\]
(7)
\[
(7)
\]
\[
(\text{the last term } \mu \|m\|_\infty |X| \text{ will be useful at the end of Step 3) and } \hat{\alpha}_\Lambda \text{ by:}
\]
\[
\hat{\alpha}_\Lambda := \frac{C}{\left(\|a''_\mu\|_\infty + \|\partial^2_{11}d\|_{\infty}\tilde{\Lambda}\right)}.
\]
From now on we assume \(\tilde{\Lambda} \geq \hat{\alpha}_\Lambda\) and \(\hat{\alpha} \leq \hat{\alpha}_\Lambda\).
Let us take \(f \in \mathcal{F}\). If \(\alpha(f) \leq \hat{\alpha}_\Lambda\) then we have just proved that \(\alpha(F(f)) \geq \alpha(f) \geq \hat{\alpha}\).
On the other hand if \(\alpha(f) \geq \hat{\alpha}_\Lambda\) then
\[
\alpha(F(f)) = \min\left\{ (1 - \delta)(-s[f]) + \delta \left[ d^s \left( \frac{\mu m^s f}{-s[f]} \right) - a_\mu \right] \right\}
\]
\[
\geq (1 - \delta)\hat{\alpha}_\Lambda + \delta \min \left\{ d^s \left( \frac{\mu m^s f}{-s[f]} \right) - a_\mu \right\}
\]
\[
\geq (1 - \delta)\hat{\alpha}_\Lambda - \delta \max a_\mu
\]
\[
= \frac{(1 - \delta)C}{\left(\|a''_\mu\|_\infty + \|\partial^2_{11}d\|_{\infty}\tilde{\Lambda}\right)} - \delta \max a_\mu.
\]
That is, we have shown that for any \(f \in \mathcal{F}\),
\[
\alpha(F(f)) \geq \frac{(1 - \delta)C}{\left(\|a''_\mu\|_\infty + \|\partial^2_{11}d\|_{\infty}\tilde{\Lambda}\right)} - \delta \max a_\mu \text{ or } \alpha(F(f)) \geq \hat{\alpha}.
\]
Step 2: We bound \(\{\|F(f)\|_{L^1}; f \in \mathcal{F}\}\) from above.
\[
\|F(f)\|_{L^1} = \int \left[ f + \delta \left( \frac{\mu m^s f}{-s[f]} - f \right) \right] dx
\]
\[
= \|f\|_{L^1} + \delta \left[ \int \frac{\mu m^s f}{-s[f]} dx - \|f\|_{L^1} \right]
\]
\[
\leq \|f\|_{L^1} + \delta \left[ \frac{\mu \|m\|_\infty |X|}{\min(-s[f])} - 1 \right] \|f\|_{L^1}
\]
\[
\leq \|f\|_{L^1} + \delta \left[ \frac{\mu \|m\|_\infty |X|}{\|f\|_{L^1} \min d - \max a_\mu} - 1 \right] \|f\|_{L^1}.
\]
So, if \( \|f\|_{L^1} \geq \frac{1}{\min_{\mu} (\mu \|m\|_{\infty} |X| + \max a_{\mu})} = \tilde{\Lambda} \) then \( \|F(f)\|_{L^1} \leq \|f\|_{L^1} \leq \Lambda. \)

We consider next \( f \in \mathcal{F} \) such that \( \|f\|_{L^1} \leq \tilde{\Lambda}. \) Then

\[
\|F(f)\|_{L^1} \leq (1 - \delta)\|f\|_{L^1} + \delta \mu \|m\|_{\infty} \left| \frac{X}{\alpha} \right|
\]

That is, we have shown that for any \( f \in \mathcal{F}, \)

\[
\|F(f)\|_{L^1} \leq \tilde{\Lambda}(1 + \delta \mu \|m\|_{\infty} \left| \frac{X}{\alpha} \right|) \quad \text{or} \quad \|F(f)\|_{L^1} \leq \bar{\Lambda}. \quad (8)
\]

**Step 3:** We show that if \( \delta > 0 \) is small enough, there exist \( 0 < \tilde{\alpha}, \Lambda < \infty \) such that \( F(\mathcal{F}) \subset \mathcal{F}, \) and \( \mathcal{F} \neq \emptyset. \)

Thanks to steps 1 and 2, in order to show that \( F(\mathcal{F}) \subset \mathcal{F}, \) we need to show that for \( \delta > 0 \) small enough, \( \tilde{\alpha} > 0 \) and \( \Lambda < \infty \) can be chosen such that:

\[
\begin{align*}
\tilde{\alpha} &\leq \frac{(1 - \delta)C_{\alpha}}{\left( \|a''_{\mu}\|_{\infty} + \|\partial^2_{11}d\|_{\infty} \Lambda \right)} - \delta \max a_{\mu}, \\
\Lambda &\geq \tilde{\Lambda}(1 + \delta \mu \|m\|_{\infty} \left| \frac{X}{\alpha} \right|).
\end{align*}
\]

In order to show that such a choice of \( \tilde{\alpha}, \Lambda \) is possible, we apply Lemma 3.1 and get that for \( \delta > 0 \) small enough, there exists \( \hat{\alpha} > 0 \) satisfying

\[
\hat{\alpha} \leq \frac{(1 - \delta)C_{\alpha}}{\left( \|a''_{\mu}\|_{\infty} + \|\partial^2_{11}d\|_{\infty} \Lambda \right)} - \delta \max a_{\mu}. \quad (10)
\]

We define then \( \tilde{\alpha} := \hat{\alpha}, \) and \( \tilde{\Lambda} := \tilde{\Lambda}(1 + \delta \mu \|m\|_{\infty} \left| \frac{X}{\alpha} \right|). \) The second equation of (9) is satisfied thanks to the definition of \( \Lambda, \) and the first equation of (9) is satisfied thanks to (10). Finally, \( \tilde{\alpha} \leq \hat{\alpha} \) and \( \tilde{\Lambda} \geq \hat{\Lambda} \) thanks to (10). It follows that \( F(\mathcal{F}) \subset \mathcal{F}. \)

Finally, in order to show that \( \mathcal{F} \) is not empty, we consider the constant function \( g \in L^1(X): \)

\[
g(x) := \frac{\Lambda}{|X|}. \quad (11)
\]

Then, \( \|g\|_{L^1} = \tilde{\Lambda} \leq \tilde{\Lambda}, \) and

\[
\alpha(g) = \min \{-s[g]\} \geq \frac{\tilde{\Lambda}}{|X|} \min d - \max a_{\mu} = \mu \|m\|_{\infty} |X| \geq \hat{\alpha} \Lambda,
\]

thanks to the definitions of (4)-(6). Then, \( \alpha(g) \geq \tilde{\alpha}, \) and \( g \in \mathcal{F} \) which cannot be empty. Notice that \( g \in \mathcal{G}. \)

**Step 4:** We conclude.
We choose $\delta, \alpha, \Lambda > 0$ such that $F(F) \subset F$, which is possible thanks to Step 3. We compute the first derivative of $F(f)$ as follows:

$$F(f)' = (1 - \delta)f' + \delta \left[ \mu \frac{\partial_1 m^s f}{-s[f]} + (\mu m^s f) \frac{\partial_1 d^s f}{(-s[f])^2} \right],$$

and then, if $f \in F \cap W^{1,\infty}(X)$,

$$\|F(f)''\|_{\infty} \leq (1 - \delta)\|f''\|_{\infty} + \gamma \delta,$$

where $\gamma := \mu \|\partial_1 m\|_{\infty} \Lambda + \mu \|m\|_{\infty} \Lambda \|\partial_1 d\|_{\infty} \Lambda$.

Then, $F(G) \subset G$ thanks to Step 3 and (12). Thus, we can apply Schauder’s fixed point theorem, which proves the existence of a steady-state $\bar{f} \in W^{1,\infty}(X)$ of (2), and concludes the proof.

**Remark 2.** If $b, d_0 \in W^{k,\infty}(X), d, \beta \in W^{k,\infty}(X \times X)$, the same argument can be used to build a set $G^k \subset W^{k,\infty}(X)$ such that $F(G^k) \subset G^k$. It follows then that the steady-state $\bar{f}$ given by Theorem 3.2 satisfies $\bar{f} \in W^{k,\infty}(X)$.

4. **Asymptotics.** In this section we perform an asymptotical analysis of the steady states for small mutation rate. Since the mutation rate is supposed to be very small, we denote it in this section by $\varepsilon$. The model (2) then reads (recall the notation at the end of Section 2)

$$\partial_t f^\varepsilon(t, x) = s[f^\varepsilon(t, \cdot)](x)f^\varepsilon(t, x) + \varepsilon \int_X m(x, y)f^\varepsilon(t, y) \, dy \text{ for } t \geq 0, x \in X. \quad (13)$$

**Assumption 2:** We assume that $b'(0) = d'_0(0) = 0$. We also assume that $d \in W^{3,\infty}(X \times X), b, d_0 \in W^{3,\infty}(X)$, and for some $1 > \bar{\varepsilon} > 0$,

$$\max_{x \in X} \max (b''(x), (1 - \bar{\varepsilon})b''(x)) - \min_{x \in X} d'_0(x)$$

$$+ \max (b - d_0) + \bar{\varepsilon} \max_{y \in X} \|m(\cdot, y)\|_{L^1(X)} \|\partial_1 d\|_{\infty} \leq -\delta < 0. \quad (14)$$

**Remark 3.** Notice that Assumption 2 implies that $b - d_0$ admits a unique maximum at $x = 0$ and that for any $\varepsilon \in (0, \bar{\varepsilon}), a_\varepsilon = (1 - \varepsilon)b - d_0$ has also a unique maximum at $x = 0$.

**Assumption 3:** The following ”symmetry” condition holds:

$$\forall x \in X, \quad \partial_1 d(x, x) = 0.$$

**Assumption 4:** The mutation kernel satisfies:

$$m \geq 0, \quad \min_{X \times X} m > 0, m \in C^1(X \times X) \cap L^\infty(X \times X).$$

The next theorem gives the result on the asymptotics of the steady states.
Theorem 4.1. Assume Assumptions 2, 3 and 4. For \( \varepsilon \in (0, \bar{\varepsilon}) \) (where \( \bar{\varepsilon} \) is defined as in Remark 3), let \( f^\varepsilon \) be a steady-state of (13). Then, there exists \( \bar{\varepsilon} = O(\varepsilon^{-1/3}) \), such that

\[
\varepsilon f^\varepsilon(\varepsilon(\bar{x}^\varepsilon + x)) = m(0, 0) \frac{a(0)}{d(0, 0)} + O(\sqrt{\varepsilon}) + O(\varepsilon)
\]

\[
\frac{2(m(0, 0)\pi^2)}{\alpha_0(0) - \frac{a(0)}{d(0, 0)} d(0, 0)} + O(\sqrt{\varepsilon}) + \frac{1}{2} \left(-a''_0(0) - \frac{a(0)}{d(0, 0)} \partial_{11} d(0, 0)\right) + O(\sqrt{\varepsilon}) + O(\varepsilon)\right)^2.
\]

Remark 4. Note that this theorem shows that asymptotically, \( f^\varepsilon \) is of the form of a Cauchy distribution centered in \( \varepsilon \bar{x}^\varepsilon = O(\varepsilon^{2/3}) \).

If mutations are modelled by a diffusion (instead of an integral operator as in this article), formal asymptotics (see [18, 17]) suggest that the asymptotic profile of the population should be a Gaussian distribution.

Proof. We introduce the change of variable \( f^\varepsilon(t, x) = \frac{1}{\varepsilon} g^\varepsilon(t, \frac{x}{\varepsilon}) \), and consider the nontrivial steady-states \( u^\varepsilon \geq 0 \) for the equation on \( g^\varepsilon \)

\[
\forall x \in \varepsilon^{-1}X, \quad 0 = s^\varepsilon[u^\varepsilon](x) u^\varepsilon(x) + \varepsilon^2 \int_{\varepsilon^{-1}X} m(\varepsilon x, \varepsilon y) u^\varepsilon(y) \, dy,
\]

where \( s^\varepsilon[u^\varepsilon](x) := a(\varepsilon x) - \int_{\varepsilon^{-1}X} d(\varepsilon x, \varepsilon y) u^\varepsilon(y) \, dy \). Then,

\[
u^\varepsilon(x) = \frac{\int_{\varepsilon^{-1}X} m(\varepsilon x, \varepsilon y) u^\varepsilon(y) \, dy}{-\varepsilon^2 s^\varepsilon[u^\varepsilon](x)}.
\]

Let \( \bar{x}^\varepsilon \in \varepsilon^{-1}X \) be such that

\[
s^\varepsilon[u^\varepsilon](\bar{x}^\varepsilon) := \max_{x \in \varepsilon^{-1}X} s^\varepsilon[u^\varepsilon](x).
\]

Remark 5. Notice that, since \( u^\varepsilon(x) \geq 0 \), the second term on the right hand side in (15) is strictly positive and therefore \( u^\varepsilon(x) > 0 \) and \( s^\varepsilon[u^\varepsilon](x) < 0 \) for \( x \in \varepsilon^{-1}X \).

Step 1: We show that \( \varepsilon^2 \partial_{xx} s^\varepsilon[u^\varepsilon] \leq -\delta \).

Since \( u^\varepsilon \) satisfies (15),

\[
0 = \int_{\varepsilon^{-1}X} \left[ \left(a(\varepsilon x) - \int_{\varepsilon^{-1}X} d(\varepsilon x, \varepsilon y) u^\varepsilon(y) \, dy\right) u^\varepsilon(x) \right] \, dx
\]

\[
+ \int_{\varepsilon^{-1}X} \varepsilon^2 \int_{\varepsilon^{-1}X} m(\varepsilon x, \varepsilon y) u^\varepsilon(y) \, dy \, dx
\]

\[
\leq \left( \max a - \min d \right) ||u^\varepsilon||_{L^1(\varepsilon^{-1}X)} ||u^\varepsilon||_{L^1(\varepsilon^{-1}X)} + \varepsilon \left( \max_{y \in X} \|m(\cdot, y)\|_{L^1(X)} \right) ||u^\varepsilon||_{L^1(\varepsilon^{-1}X)},
\]

we can thus bound \( ||u^\varepsilon||_{L^1(\varepsilon^{-1}X)} \) from above as follows

\[
||u^\varepsilon||_{L^1(\varepsilon^{-1}X)} \leq \frac{\max a + \varepsilon \max_{y \in X} \|m(\cdot, y)\|_{L^1(X)}}{\min d}.
\]

Moreover \( \partial_{xx} s^\varepsilon[u^\varepsilon] \) satisfies

\[
\partial_{xx} s^\varepsilon[u^\varepsilon](x) = \varepsilon^2 a''(\varepsilon x) - \varepsilon^2 \int_{\varepsilon^{-1}X} \partial_{11} d(\varepsilon x, \varepsilon y) u^\varepsilon(y) \, dy
\]

\[
\leq \varepsilon^2 \left( \max a'' + ||u^\varepsilon||_{L^1(\varepsilon^{-1}X)} \|\partial_{11} d\|_{L^\infty(X \times X)} \right).
\]
Thanks to (18) and Assumption 2,

\[
\frac{1}{\varepsilon^2} \partial_{xx}^2 s^\varepsilon[u^\varepsilon](x) \leq \max_X a'' + \max_X a + \varepsilon \max_{y \in X} \|m(\cdot, y)\|_{L^1(X)} \|\partial_{11}^2 d\|_{L^\infty(X \times X)} \min d \|\partial_2^1 d\|_{L^\infty(X \times X)} \\
\leq -\delta < 0,
\]

which proves Step 1.

**Remark 6.** Step 1 proves that \( s^\varepsilon[u^\varepsilon] \) is concave. Then, \( \bar{x}^\varepsilon \) is well defined (unique) by (17).

**Step 2:** We show that \( |\varepsilon \bar{x}^\varepsilon| = O(\sqrt{\varepsilon}) \).

We show that if \( \varepsilon \bar{x}^\varepsilon > 0 \) then \( \varepsilon \bar{x}^\varepsilon \leq O(\sqrt{\varepsilon}) \). The case \( \varepsilon \bar{x}^\varepsilon < 0 \) can be dealt with in the same way.

Since \( \varepsilon \bar{x}^\varepsilon > 0 \), \([0, \varepsilon \bar{x}^\varepsilon) \subset X \), and thanks to the definition (17) of \( \bar{x}^\varepsilon \),

\[
0 \leq \partial_x s^\varepsilon[u^\varepsilon](\bar{x}^\varepsilon).
\]

Then,

\[
a'_\varepsilon(\varepsilon \bar{x}^\varepsilon) \geq \int_{\varepsilon^{-1}X} \partial_1 d(\varepsilon \bar{x}^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy \\
= \int_{|y-\bar{x}^\varepsilon| \leq 1/\sqrt{\varepsilon}} \partial_1 d(\varepsilon \bar{x}^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy \\
+ \int_{|y-\bar{x}^\varepsilon| \geq 1/\sqrt{\varepsilon}} \partial_1 d(\varepsilon \bar{x}^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy. \quad (20)
\]

We perform a Taylor expansion to estimate the first term on the right hand side of the equality in (20), using Assumption 3 and (18)

\[
\int_{|y-\bar{x}^\varepsilon| \leq 1/\sqrt{\varepsilon}} \partial_1 d(\varepsilon \bar{x}^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy \geq \int_{|y-\bar{x}^\varepsilon| \leq 1/\sqrt{\varepsilon}} \partial_1 d(\varepsilon \bar{x}^\varepsilon, \varepsilon \bar{x}^\varepsilon) u^\varepsilon(y) \, dy \\
+ \varepsilon \int_{|y-\bar{x}^\varepsilon| \leq 1/\sqrt{\varepsilon}} \partial_{12}^2 d(\varepsilon \bar{x}^\varepsilon, \varepsilon \theta(y))(y-\bar{x}^\varepsilon) u^\varepsilon(y) \, dy \\
\geq 0 - \varepsilon \|\partial_{12}^2 d\|_{L^\infty} \frac{1}{\sqrt{\varepsilon}} \|u^\varepsilon\|_{L^1} \\
\geq -C_1 \sqrt{\varepsilon},
\]

for some \( C_1 > 0 \). To estimate the second term of (20), we first estimate \( s^\varepsilon[u^\varepsilon] \), thanks to a Taylor expansion: for \( \varepsilon x \in X \),

\[
s^\varepsilon[u^\varepsilon](x) = s^\varepsilon[u^\varepsilon](\bar{x}^\varepsilon) + (x - \bar{x}^\varepsilon) \partial_x s^\varepsilon[u^\varepsilon](\bar{x}^\varepsilon) + \frac{1}{2}(x - \bar{x}^\varepsilon)^2 \partial_{xx}^2 s^\varepsilon[u^\varepsilon](\theta) \\
\leq s^\varepsilon[u^\varepsilon](\bar{x}^\varepsilon) - \frac{\varepsilon^2}{2} \delta(x - \bar{x}^\varepsilon)^2, \quad (21)
\]
where we used (19) to estimate \( \partial_x s^e[u^e](x) \), and Step 1 to estimate \( \partial^2_{xx} s^e[u^e](\theta) \). Then, using (16), we get (thanks to Remark 5):
\[
\int_{|y-x| \geq 1/\sqrt \varepsilon} \partial_1 d(\varepsilon \bar{x}^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy \\
\geq -\|\partial_1 d\|_{\infty} \int_{|y-x| > 1/\sqrt \varepsilon} \|m\|_{\infty} \|u^\varepsilon\|_{L^1} \frac{\|m\|_{\infty}}{0 + \frac{1}{2} \delta (y - \bar{x}^\varepsilon)^2} \, dy,
\]
and then (thanks to Remark 5 and (18)),
\[
\int_{|y-x| \geq 1/\sqrt \varepsilon} \partial_1 d(\varepsilon \bar{x}^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy \\
\geq -C_2 \sqrt \varepsilon,
\]
for some \( C_2 > 0 \). Finally, thanks to estimates (21) and (22), (20) becomes
\[
a'_e(\varepsilon \bar{x}^\varepsilon) \geq -C \sqrt \varepsilon,
\]
where \( C_1 + C_2 \). We assumed that \( \varepsilon \bar{x}^\varepsilon > 0 \). Then, thanks to Assumption 2, \( a'_e(\varepsilon \bar{x}^\varepsilon) \leq -\varepsilon \bar{x}^\varepsilon \delta \), and thus,
\[
\varepsilon \bar{x}^\varepsilon \leq \frac{-a'_e(\varepsilon \bar{x}^\varepsilon)}{\delta} \leq \frac{C}{\delta} \sqrt \varepsilon.
\]

**Remark 7.** Step 2 implies in particular that for \( \varepsilon > 0 \) small enough, \( \varepsilon \bar{x}^\varepsilon \in \text{Int} \, X \), and then,
\[
0 = \partial_x s^e[u^e](\bar{x}^\varepsilon).
\]

Thanks to this equality and a Taylor expansion, (16) becomes:
\[
u^\varepsilon(x) = \int_{\varepsilon^{-1}X} m(\varepsilon x, \varepsilon y) u^\varepsilon(y) \, dy \\
- \frac{1}{\varepsilon^2} s^e[u^e](\bar{x}^\varepsilon) + \frac{1}{\varepsilon^2 x^2} (-\partial^2_{xx} (s^e[u^e](\theta)))(x - \bar{x}^\varepsilon)^2
\]
where \( \theta \in [\bar{x}^\varepsilon, x) \) (or \( \theta \in [x, \bar{x}^\varepsilon] \), if \( x < \bar{x}^\varepsilon \)).

**Step 3:** We bound \( Q^\varepsilon := -\frac{1}{\varepsilon^2} s^e[u^e](\bar{x}^\varepsilon) \) from above and from below.

Let us remind what we showed in Step 1, that is,
\[
\forall x \in \varepsilon^{-1}X, \quad -\partial^2_{xx} (s^e[u^e])(x) \geq \delta \varepsilon^2 > 0.
\]
Then, thanks to (23), \( Q^\varepsilon > 0 \) thanks to Rem 5:
\[
u^\varepsilon(\bar{x}^\varepsilon + x) \leq \int_{\varepsilon^{-1}X} m(\varepsilon(\bar{x}^\varepsilon + x), \varepsilon y) u^\varepsilon(y) \, dy \\
Q^\varepsilon + \frac{1}{2} \delta x^2
\]
\[
\leq \|m\|_{\infty} \int_{\varepsilon^{-1}X} u^\varepsilon(y) \, dy \\
Q^\varepsilon + \frac{1}{2} \delta x^2,
\]
and then,
\[
\int_{\varepsilon^{-1}X} u^\varepsilon \leq \|m\|_{\infty} \left( \int_{\varepsilon^{-1}X} u^\varepsilon \right) \int_{\varepsilon^{-1}X} \frac{dx}{Q^\varepsilon + \frac{1}{2} \delta x^2} \\
\leq \|m\|_{\infty} \left( \int_{\varepsilon^{-1}X} u^\varepsilon \right) \int_{\mathbb{R}} \frac{dx}{Q^\varepsilon + \frac{1}{2} \delta x^2} \\
= \|m\|_{\infty} \left( \int_{\varepsilon^{-1}X} u^\varepsilon \right) \frac{\sqrt{2\pi}}{\sqrt{Q^\varepsilon \delta}},
\]
which yields the following upper bound on $Q^\varepsilon$ (uniform in $\varepsilon$):

$$Q^\varepsilon \leq \frac{2\pi^2 \|m\|_\infty^2}{\delta}.$$ 

On the other hand, since

$$\frac{1}{\varepsilon^2} \partial^2_{xx} s^\varepsilon(x) = a''(\varepsilon x) - \int_{\varepsilon^{-1}X} \partial^2_{11} d(\varepsilon x, \varepsilon y) u^\varepsilon(y) \, dy$$

$$\geq \left[ \min a'' - \|u^\varepsilon\|_{L^1(\varepsilon^{-1}X)} \|\partial^2_{11} d\|_{L^\infty(X \times X)} \right]$$

$$\geq \left[ \min a'' - \frac{\max a'' + \bar{\varepsilon} \max_{y \in X} \|m(\cdot,y)\|_{L^1(X)} \|\partial^2_{11} d\|_{\infty}}{\min d} \right]$$

$$=: -\tilde{\delta},$$

(whence we have used (18)) we can obtain, using (23) the following estimate:

$$\int_{\varepsilon^{-1}X} u^\varepsilon \geq (\min m) \|u^\varepsilon\|_{L^1(\varepsilon^{-1}X)} \int_{\varepsilon^{-1}X - \bar{x}^\varepsilon} dx \int_{\varepsilon^{-1}X - \bar{x}^\varepsilon} Q^\varepsilon - \frac{1}{2\delta} \partial^2_{xx} s^\varepsilon(u^\varepsilon)(\theta) x^2$$

$$\geq (\min m) \|u^\varepsilon\|_{L^1(\varepsilon^{-1}X)} \int_{\varepsilon^{-1}X - \bar{x}^\varepsilon} dx \int_{\varepsilon^{-1}X - \bar{x}^\varepsilon} Q^\varepsilon + \frac{1}{2\delta} x^2.$$ 

Since $X$ is an interval, $\varepsilon^{-1}X - \bar{x}^\varepsilon$ contains the interval $([1/2\varepsilon]|X|,0]$, or $[0,1/2\varepsilon]|X|)$. Then,

$$\frac{1}{\min m} \geq \int_0^{1/2\varepsilon |X|} dx \int_{Q^\varepsilon + \frac{1}{2\delta} x^2} dx$$

$$= \frac{\pi}{\sqrt{2Q^\varepsilon \delta}} - \int_{Q^\varepsilon + \frac{1}{2\delta} x^2} dx$$

$$\geq \frac{\pi}{\sqrt{2Q^\varepsilon \delta}} - O(\varepsilon).$$

For $\varepsilon > 0$ small enough, we thus get a (uniform in $\varepsilon$) lower bound on $Q^\varepsilon$:

$$Q^\varepsilon \geq \frac{\pi^2 (\min m)^2}{2\delta} > 0.$$ 

**Step 4**: We estimate $\int_{\varepsilon^{-1}X} u^\varepsilon$, and $Q^\varepsilon$.

We first estimate $\int_{\varepsilon^{-1}X} u^\varepsilon$. Thanks to Step 3, $Q^\varepsilon = O(1)$. Then,
\[ O(1) = \frac{1}{\varepsilon^2} s^e [u^e](\bar{x}^e) \]
\[ = \frac{1}{\varepsilon^2} \left( a_\varepsilon (\varepsilon \bar{x}^e) - \int_{\varepsilon^{-1} X} d(\varepsilon \bar{x}^e, \varepsilon y) u^e(y) \, dy \right) \]
\[ = \frac{1}{\varepsilon^2} \left( a_\varepsilon (\varepsilon \bar{x}^e) - \int_{|y-x^e| \leq 1/\sqrt{\varepsilon}} d(\varepsilon \bar{x}^e, \varepsilon y) u^e(y) \, dy \right) \]
\[ - \frac{1}{\varepsilon^2} \left( \int_{|y-x^e| > 1/\sqrt{\varepsilon}, y \in \varepsilon^{-1} X} d(\varepsilon \bar{x}^e, \varepsilon y) u^e(y) \, dy \right) \]
\[ \geq \frac{1}{\varepsilon^2} \left( a_\varepsilon (\varepsilon \bar{x}^e) - \int_{|y-x^e| \leq 1/\sqrt{\varepsilon}} (d(\varepsilon \bar{x}^e, 0) + O(\varepsilon y)) u^e(y) \, dy \right) \]
\[ - \frac{1}{\varepsilon^2} \left( \| d \|_\infty \int_{|y-x^e| > 1/\sqrt{\varepsilon}, y \in \varepsilon^{-1} X} u^e(y) \, dy \right) . \]

We estimate (using (18), Step 2 and (25) for the second estimate),
\[
\left| \int_{|y-x^e| \leq 1/\sqrt{\varepsilon}} O(\varepsilon y) u^e(y) \, dy \right| \leq \int_{|y-x^e| \leq 1/\sqrt{\varepsilon}} C_{st} \| \varepsilon y \|_\infty u^e(y) \, dy
\leq C_{st} \varepsilon \| u^e \|_{L^1(\varepsilon^{-1} X)}
= O(\varepsilon), \quad (26)
\]
\[
\left| \int_{|y-x^e| > 1/\sqrt{\varepsilon}, y \in \varepsilon^{-1} X} u^e(y) \, dy \right| \leq \| m \|_{L^\infty(X \times X)} \| u^e \|_{L^1(\varepsilon^{-1} X)} \int_{|y| > 1/\sqrt{\varepsilon}} \frac{dy}{\varepsilon^2 y^2}
= O(\varepsilon). \quad (27)
\]

Then,
\[ O(\varepsilon^2) \geq a_\varepsilon (\varepsilon \bar{x}^e) - d(\varepsilon \bar{x}^e, 0) \int_{|y-x^e| \leq 1/\sqrt{\varepsilon}} u^e(y) \, dy - C \sqrt{\varepsilon} \]
\[ = a_\varepsilon (\varepsilon \bar{x}^e) - d(\varepsilon \bar{x}^e, 0) \int_{\varepsilon^{-1} X} u^e(y) \, dy - O(\sqrt{\varepsilon}). \]

We thus get
\[ d(\varepsilon \bar{x}^e, 0) \int_{\varepsilon^{-1} X} u^e(y) \, dy \geq a_\varepsilon (\varepsilon \bar{x}^e) - O(\varepsilon^2) - O(\sqrt{\varepsilon}). \quad (28)\]

On the other hand, since
\[ O(1) = \frac{1}{\varepsilon^2} s^e [u^e](\bar{x}^e) \]
\[ \leq \frac{1}{\varepsilon^2} \left( a_\varepsilon (\varepsilon \bar{x}^e) - \int_{|y-x^e| \leq 1/\sqrt{\varepsilon}} (d(\varepsilon \bar{x}^e, 0) + O(\varepsilon y)) u^e(y) \, dy \right) \]
\[ + \frac{1}{\varepsilon^2} \left( \| d \|_\infty \int_{|y-x^e| > 1/\sqrt{\varepsilon}, y \in \varepsilon^{-1} X} u^e(y) \, dy \right) , \]
we obtain
\[ d(\varepsilon \bar{x}^e, 0) \int_{\varepsilon^{-1} X} u^e(y) \, dy \leq a_\varepsilon (\varepsilon \bar{x}^e) - O(\varepsilon^2) + O(\sqrt{\varepsilon}). \quad (29)\]
From (28) and (29) we obtain
\[
\int_{\frac{1}{\varepsilon}X} u^\varepsilon(y) \, dy = \frac{a_\varepsilon(\varepsilon \bar{x}^\varepsilon)}{d(\varepsilon \bar{x}^\varepsilon, 0)} + O(\sqrt{\varepsilon})
\]
\[
= \frac{a_0(0)}{d(0, 0)} + O(\sqrt{\varepsilon}).
\]
(30)

Next, using (23) and (27), we estimate \(Q^\varepsilon\) as follows,
\[
\int_{\frac{1}{\varepsilon}X} u^\varepsilon(x) \, dx = \int_{|x-x^\varepsilon| \leq 1/\sqrt{\varepsilon}} u^\varepsilon(x) \, dx + \int_{|x-x^\varepsilon| \geq 1/\sqrt{\varepsilon}, x \in \frac{1}{\varepsilon}X} u^\varepsilon(x) \, dx
\]
\[
= \int_{|x-x^\varepsilon| \leq 1/\sqrt{\varepsilon}} m(\varepsilon x, \varepsilon y) u^\varepsilon(y) \, dy + \int_{|x-x^\varepsilon| \geq 1/\sqrt{\varepsilon}, x \in \frac{1}{\varepsilon}X} u^\varepsilon(x) \, dx
\]
\[
+ \int_{|x-x^\varepsilon| \geq 1/\sqrt{\varepsilon}, x \in \frac{1}{\varepsilon}X} u^\varepsilon(x) \, dx
\]
\[
= \int_{|x-x^\varepsilon| \leq 1/\sqrt{\varepsilon}} m(0, \varepsilon y) + O(\varepsilon^{1/\sqrt{\varepsilon}}) u^\varepsilon(y) \, dy
\]
\[
+ \int_{|x-x^\varepsilon| \geq 1/\sqrt{\varepsilon}} u^\varepsilon(x) \, dx + O(\varepsilon).
\]
(31)

We estimate, using (26) and (27),
\[
\int_{\frac{1}{\varepsilon}X} m(0, \varepsilon y) u^\varepsilon(y) \, dy = \int_{|y-x^\varepsilon| \leq 1/\sqrt{\varepsilon}} m(0, \varepsilon y) u^\varepsilon(y) \, dy
\]
\[
+ \int_{|y-x^\varepsilon| \geq 1/\sqrt{\varepsilon}} m(0, \varepsilon y) u^\varepsilon(y) \, dy
\]
\[
= \int_{|y-x^\varepsilon| \leq 1/\sqrt{\varepsilon}} (m(0, 0) + O(\varepsilon^{1/\sqrt{\varepsilon}})) u^\varepsilon(y) \, dy
\]
\[
+ \int_{|y-x^\varepsilon| \geq 1/\sqrt{\varepsilon}} m(0, \varepsilon y) u^\varepsilon(y) \, dy
\]
\[
= m(0, 0) \int_{\frac{1}{\varepsilon}X} u^\varepsilon(x) \, dx + O(\sqrt{\varepsilon}),
\]
and we estimate:
\[
\int_{|x-x^\varepsilon| \leq 1/\sqrt{\varepsilon}} \frac{dx}{dy} Q^\varepsilon + \frac{1}{2\varepsilon} (-\partial_{x}^2 \varepsilon [u^\varepsilon](\bar{x}^\varepsilon) + \varepsilon^2 O(\sqrt{\varepsilon}))(x - \bar{x}^\varepsilon)^2
\]
\[
= \int_{\mathbb{R}} Q^\varepsilon + \frac{1}{2\varepsilon} (-\partial_{x}^2 \varepsilon [u^\varepsilon](\bar{x}^\varepsilon) + \varepsilon^2 O(\sqrt{\varepsilon})) y^2
\]
\[
- \int_{|y| \geq 1/\sqrt{\varepsilon}} Q^\varepsilon + \frac{1}{2\varepsilon} (-\partial_{x}^2 \varepsilon [u^\varepsilon](\bar{x}^\varepsilon) + \varepsilon^2 O(\sqrt{\varepsilon})) y^2
\]
\[
= \sqrt{\frac{2\pi}{\varepsilon}} Q^\varepsilon - \frac{1}{\varepsilon^2} \partial_{x}^2 \varepsilon [u^\varepsilon](\bar{x}^\varepsilon) + O(\sqrt{\varepsilon}) + O(\varepsilon)
\]

because, thanks to Step 1, we know that
\[
0 \leq \int_{|y| \geq 1/\sqrt{\varepsilon}} \frac{dy}{y^2} + \frac{1}{2\varepsilon} (-\partial_{x}^2 \varepsilon [u^\varepsilon](\bar{x}^\varepsilon) + \varepsilon^2 O(\sqrt{\varepsilon})) y^2 \leq \int_{|y| \geq 1/\sqrt{\varepsilon}} \frac{dy}{\delta y^2} = \frac{4\varepsilon}{\delta}.
\]

Then, (31) becomes:
\[
\int_{\varepsilon^{-1}X} u^\varepsilon(x) \, dx = \left( m(0, 0) \int_{\varepsilon^{-1}X} u^\varepsilon(x) \, dx + O(\sqrt{\varepsilon}) \right) \\
\left( \frac{\sqrt{2\pi}}{\sqrt{Q^\varepsilon \left(-\frac{1}{\varepsilon^2} \partial_{xx}^2 s^\varepsilon[u^\varepsilon](\bar{x}^\varepsilon) + O(\sqrt{\varepsilon})\right)}} + O(\sqrt{\varepsilon}) \right),
\]

so that
\[
Q^\varepsilon = \frac{2(m(0, 0)\pi)^2}{-\varepsilon^{-2} \partial_{xx}^2 s^\varepsilon[u^\varepsilon](\bar{x}^\varepsilon) + O(\sqrt{\varepsilon})} + O(\sqrt{\varepsilon})
\]

\[
= \frac{2(m(0, 0)\pi)^2}{-\varepsilon^{-4} \partial_{xx}^2 s^\varepsilon[u^\varepsilon](\bar{x}^\varepsilon) + O(\sqrt{\varepsilon})} + O(\sqrt{\varepsilon}).
\]

To estimate \( Q^\varepsilon \) further, we estimate \( \partial_{xx}^2 s^\varepsilon[u^\varepsilon](\bar{x}^\varepsilon) \) using (30),
\[
\partial_{xx}^2 s^\varepsilon[u^\varepsilon](\bar{x}^\varepsilon) = \varepsilon^2 a''(\varepsilon \bar{x}^\varepsilon) - \int_{\varepsilon^{-1}X} \varepsilon^2 \partial_{11}^2 d(\varepsilon \bar{x}^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy
\]
\[
= \varepsilon^2 a''(\varepsilon \bar{x}^\varepsilon) - \int_{|y-\bar{x}^\varepsilon| \leq 1/\sqrt{\varepsilon}} \partial_{11}^2 d(\varepsilon \bar{x}^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy
\]
\[
- \int_{|y-\bar{x}^\varepsilon| \geq 1/\sqrt{\varepsilon}} \partial_{11}^2 d(\varepsilon \bar{x}^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy
\]
\[
= \varepsilon^2 a''(\varepsilon \bar{x}^\varepsilon) - \int_{|y-\bar{x}^\varepsilon| \leq 1/\sqrt{\varepsilon}} \partial_{11}^2 d(0, 0) + O(\varepsilon^3) \, dy + O(\sqrt{\varepsilon})
\]
\[
= \varepsilon^2 a''(0) - \partial_{11}^2 d(0, 0) \int_{\varepsilon^{-1}X} u^\varepsilon + O(\sqrt{\varepsilon})
\]
\[
= \varepsilon^2 a''(0) - \partial_{11}^2 d(0, 0) \partial_{11}^2 d(0, 0) + O(\sqrt{\varepsilon}).
\]

Finally, we obtain the following estimate on \( Q^\varepsilon \):
\[
Q^\varepsilon = \frac{2(m(0, 0)\pi)^2}{-a''(0) - \frac{a(0)}{d(0, 0)} \partial_{11}^2 d(0, 0)} + O(\sqrt{\varepsilon}).
\]

\textit{Step 5:} We show that \( f^\varepsilon \) asymptotically has a Cauchy-like profile.

Thanks to (23), (27) and the estimates obtained in Step 4, we get (with \( \theta \in [\bar{x}^\varepsilon, x] \), or \( \theta \in [x, \bar{x}^\varepsilon] \) if \( x < \bar{x}^\varepsilon \),
\[ u^\varepsilon(x^\varepsilon + x) = \int_{x^\varepsilon - 1}\!\!\! m(\varepsilon(x^\varepsilon + x), \varepsilon y) u^\varepsilon(y) \, dy \]

\[ = \int_{|y - x^\varepsilon| \leq 1/\sqrt{\varepsilon}} \left( m(\varepsilon(x^\varepsilon + x), \varepsilon x^\varepsilon) + O(\varepsilon(y - x^\varepsilon)) \right) u^\varepsilon(y) \, dy \]

\[ = \int_{|y - x^\varepsilon| > 1/\sqrt{\varepsilon}} \left( m(\varepsilon(x^\varepsilon + x), \varepsilon y) u^\varepsilon(y) \right) \, dy \]

\[ = \frac{2(m(0,0)\pi^2)^2}{-\frac{a_0''(0)}{d(0,0)} - \frac{a_1''(0)}{d(0,0)} - \frac{a''(0)}{d(0,0)\pi^2}} + O(\sqrt{\varepsilon}) + \frac{1}{2} \left( -\frac{a''(0)}{d(0,0)} - \frac{a''(0)}{d(0,0)} \right) + O(\sqrt{\varepsilon}) + O(\varepsilon x) x^2. \]

**Step 6:** We improve our estimate on \( x^\varepsilon \).

Thanks to Remark 7,

\[ 0 = \partial_\varepsilon s^\varepsilon[u^\varepsilon](x^\varepsilon) \]

\[ = \varepsilon a'_\varepsilon(\varepsilon x^\varepsilon) - \varepsilon \int_{x^\varepsilon - 1}\!\!\! \partial_1 d(\varepsilon x^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy \]

\[ = \varepsilon^2 a''_\varepsilon(\varepsilon\theta) x^\varepsilon - \varepsilon \int_{x^\varepsilon - 1}\!\!\! \partial_1 d(\varepsilon x^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy, \]

where \( \theta \in [0, x^\varepsilon] \) (or \( \theta \in [x^\varepsilon, 0] \), if \( x^\varepsilon < 0 \)). Then,

\[ x^\varepsilon = \frac{1}{\varepsilon a''_\varepsilon(\varepsilon\theta)} \int_{x^\varepsilon - 1}\!\!\! \partial_1 d(\varepsilon x^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy. \]

We consider \( C > 0 \) small enough so that \([x^\varepsilon - C, x^\varepsilon + C] \subset \varepsilon^{-1} X \) \((C \ \text{will be precisely chosen later})\). Then,

\[ \left| \int_{x^\varepsilon - 1}\!\!\! \partial_1 d(\varepsilon x^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy \right| \]

\[ \leq \left| \int_{|y - x^\varepsilon| \leq C}\!\!\! \partial_1 d(\varepsilon x^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy \right| \]

\[ + \left| \int_{|y - x^\varepsilon| > C, y \in \varepsilon^{-1} X}\!\!\! \partial_1 d(\varepsilon x^\varepsilon, \varepsilon y) u^\varepsilon(y) \, dy \right|. \]

We estimate the first term using a Taylor expansion of \( y \mapsto \partial_1 d(\varepsilon x^\varepsilon, y) \) around \( y = \varepsilon x^\varepsilon \) (we assumed that \( d \in W^{2,\infty} \)), and we estimate the second term using (25).
Then, using Assumption 3,

\[ \left| \int_{\varepsilon^{-1}X} \partial_1d(\varepsilon \bar{x}, \varepsilon y)u^\varepsilon(y) \, dy \right| \]

\[ \leq \left| \int_{|y-\bar{x}| \leq C} \left[ \partial_1d(\varepsilon \bar{x}, \varepsilon \bar{x}) + \partial_2^2d(\varepsilon \bar{x}, \varepsilon \bar{x}) \varepsilon (y-\bar{x}) + O(\varepsilon^2|\bar{x} - y|^2) \right] u^\varepsilon(y) \, dy \right| \]

\[ + \|\partial_1d\| \int_{|z| \geq C, z \in \mathbb{R}} \frac{\|m\|_\infty \|u^\varepsilon\|_{L^1(\varepsilon^{-1}X)}}{1/2 \delta z^2} \, dz \]

\[ \leq \left| \varepsilon \partial_1^2d(\varepsilon \bar{x}, \varepsilon \bar{x}) \int_{|y-\bar{x}| \leq C} (\bar{x} - y)u^\varepsilon(y) \, dy \right| + O(\varepsilon^2C^2)\|u^\varepsilon\|_{L^1(\varepsilon^{-1}X)} + O(C^{-1}). \]  

(32)

To estimate \( \int_{|y-\bar{x}| \leq C} (\bar{x} - y)u^\varepsilon(y) \, dy \), we use (23) as follows (with \( \theta \in (y, \bar{x}) \) if \( y \leq \bar{x} \), or \( \theta \in (\bar{x}, y) \) otherwise, and in particular \( |\theta - \bar{x}| \leq C \)),

\[ \int_{|y-\bar{x}| \leq C} (\bar{x} - y)u^\varepsilon(y) \, dy \]

\[ = \int_{|y-\bar{x}| \leq C} \frac{(\bar{x} - y) \left( \int_{\varepsilon^{-1}X} m(\varepsilon y, \varepsilon z)u^\varepsilon(z) \, dz \right)}{Q^\varepsilon + \frac{1}{2\varepsilon^2}(-\partial_{xx}s^e[u^\varepsilon](\theta))(y-\bar{x})^2} \, dy \]

\[ = \int_{|y-\bar{x}| \leq C} \frac{(\bar{x} - y) \left( \int_{\varepsilon^{-1}X} m(\varepsilon y, \varepsilon z)u^\varepsilon(z) \, dz \right)}{Q^\varepsilon + \frac{1}{2\varepsilon^2}(-\partial_{xx}s^e[u^\varepsilon](\bar{x}))(y-\bar{x})^2} \, dy \]

\[ - \int_{|y-\bar{x}| \leq C} \frac{1}{2\varepsilon^2} (\bar{x} - y) \left[ \partial_{xx}s^e[u^\varepsilon](\bar{x}) - \partial_{xx}s^e[u^\varepsilon](\theta) \right] \times \]

\[ \frac{(y-\bar{x})^2 \left( \int_{\varepsilon^{-1}X} m(\varepsilon y, \varepsilon z)u^\varepsilon(z) \, dz \right)}{Q^\varepsilon + \frac{1}{2\varepsilon^2}(-\partial_{xx}s^e[u^\varepsilon](\bar{x}))(y-\bar{x})^2} \, dy \]

\[ =: I_1 + I_2. \]  

(33)

We use symmetry arguments to estimate \( I_1 \):

\[ I_1 = \int_{|y-\bar{x}| \leq C} \frac{(\bar{x} - y) \left[ \int_{\varepsilon^{-1}X} m(\varepsilon \bar{x}, \varepsilon z) + O(\varepsilon(\bar{x} - y)) \right] u^\varepsilon(z) \, dz}{Q^\varepsilon + \frac{1}{2\varepsilon^2}(-\partial_{xx}s^e[u^\varepsilon](\bar{x}))(y-\bar{x})^2} \, dy \]

\[ = 0 + \int_{|y-\bar{x}| \leq C} \frac{(\bar{x} - y)O(\varepsilon(\bar{x} - y))}{Q^\varepsilon + \frac{1}{2\varepsilon^2}(-\partial_{xx}s^e[u^\varepsilon](\bar{x}))(y-\bar{x})^2} \, dy \int_{\varepsilon^{-1}X} u^\varepsilon(z) \, dz \]

\[ = O(\varepsilon C^2) \left\| \frac{1}{Q^\varepsilon + \frac{1}{2\varepsilon^2}(-\partial_{xx}s^e[u^\varepsilon](\bar{x}))(y-\bar{x})^2} \right\|_{L^1(\varepsilon^{-1}X)} \]

\[ = O(\varepsilon^2). \]

To estimate the term \( I_2 \) of (33), we notice that (we recall that \( |\theta - \bar{x}| \leq C \),

\[ \left| \partial_{xx}s^e[u^\varepsilon](\theta) - \partial_{xx}s^e[u^\varepsilon](\bar{x}) \right| \leq \left\| \partial_{xx}s^e[u^\varepsilon] \right\|_{L^1(\varepsilon^{-1}X)} \]

\[ \leq \varepsilon^3 \left( |u^\varepsilon|_{W^{3,\infty}} + Cst \|d\|_{W^{3,\infty}} \right) (\theta - \bar{x}) \leq Cst \varepsilon^3 C, \]

and that, thanks to Step 1 (see (24)),

\[ \frac{(y-\bar{x})^2}{Q^\varepsilon + \frac{1}{2\varepsilon^2}(-\partial_{xx}s^e[u^\varepsilon](\theta))(y-\bar{x})^2} < \frac{1}{\frac{2}{\varepsilon}}. \]  

(34)
We can thus estimate the second term of (33) using Step 1,

\[
|I_2| \leq \int_{|y - \bar{x}^\varepsilon| \leq C} \frac{C \epsilon^3}{2 \pi \varepsilon} \left[ \frac{\|m\|_{\infty} C \epsilon t}{\delta} \left[ \frac{1}{2} \epsilon^2 \int_{\mathbb{R}} Q^\varepsilon + \frac{1}{2} y^2 \right] \right] dy

\leq C \epsilon \int_{\mathbb{R}} \left[ Q^\varepsilon + \frac{1}{2} y^2 \right] dy

\leq O(\varepsilon C^2).

Using these estimates in (32), we get

\[
\left| \int_{|y - \bar{x}^\varepsilon| \leq C} (\bar{x}^\varepsilon - y) u^\varepsilon(y) dy \right| \leq O(\varepsilon C^2),
\]

and then, \( \bar{x}^\varepsilon \) can be estimated as follows, thanks to (32):

\[
|\bar{x}^\varepsilon| \leq \frac{1}{\epsilon} \left| a^\varepsilon_\theta(\varepsilon \theta) \right| \int_{\varepsilon^{-1} X} \partial_1 d(\varepsilon \bar{x}^\varepsilon, \varepsilon y) u^\varepsilon(y) dy

\leq \frac{1}{\varepsilon} \left[ \varepsilon O(C^2) + O(\varepsilon^2 C^2) + O(C^{-1}) \right]

\leq \frac{1}{\varepsilon} \left[ O(C^2) + O(\varepsilon^{-1} C^{-1}) \right].
\]

If we choose \( C := 2^\frac{1}{2} \varepsilon \), then, for \( \varepsilon > 0 \) small enough, the assumption \([\bar{x}^\varepsilon - C, \bar{x}^\varepsilon + C] \subset \varepsilon^{-1} X\) (that we assumed on \( C \) at the beginning of this proof) is satisfied, since, by Step 2,

\[
[\bar{x}^\varepsilon - C, \bar{x}^\varepsilon + C] \subset B \left( 0, |\bar{x}^\varepsilon| + \varepsilon^\frac{1}{2} \right)

\subset B \left( 0, O(\varepsilon^{-\frac{1}{2}}) + \varepsilon^{\frac{1}{2}} \right)

\subset \varepsilon^{-1} X.
\]

Our estimates then apply to this specific choice of \( C \), and yield the following estimate on \( \bar{x}^\varepsilon \):

\[
\bar{x}^\varepsilon = O(\varepsilon^{-\frac{1}{2}}).
\]

This estimate ends the proof of the theorem. \( \square \)

REFERENCES


E-mail address: acalsina@mat.uab.cat, silvia@mat.uab.cat, Laurent.Desvillettes@cmla.ens-cachan.fr, g.raoul@damtp.cam.ac.uk