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ON Lp ESTIMATES FOR SQUARE ROOTS OF SECOND
ORDER ELLIPTIC OPERATORS ON Rn

Pascal Auscher

Abstract
We prove that the square root of a uniformly complex elliptic op-

erator L = − div(A∇) with bounded measurable coefficients in Rn

satisfies the estimate ‖L1/2f‖p . ‖∇f‖p for sup(1, 2n
n+4

− ε) <

p < 2n
n−2

+ ε, which is new for n ≥ 5 and p < 2 or for n ≥ 3

and p > 2n
n−2

. One feature of our method is a Calderón-Zygmund

decomposition for Sobolev functions. We make some further re-
marks on the topic of the converse Lp inequalities (i.e. Riesz trans-
forms bounds), pushing the recent results of [BK2] and [HM] for
2n

n+2
< p < 2 when n ≥ 3 to the range sup(1, 2n

n+2
−ε) < p < 2+ε′.

In particular, we obtain that L1/2 extends to an isomorphism
from Ẇ 1,p(Rn) to Lp(Rn) for p in this range. We also generalize
our method to higher order operators.
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1. Introduction

Let A = A(x) be an n×n matrix of complex, L∞ coefficients, defined
on Rn, and satisfying the ellipticity (or “accretivity”) condition

(1.1) λ|ξ|2 ≤ ReAξ · ξ and |Aξ · ζ| ≤ Λ|ξ||ζ|,

for ξ, ζ ∈ Cn and for some λ, Λ such that 0 < λ ≤ Λ <∞. We define a
second order divergence form operator

(1.2) Lf ≡ −div(A∇f),

which we interpret in the sense of maximal accretive operators via a
sesquilinear form.

The accretivity condition (1.1) enables one to define a square root L1/2

(see [K]) again in the sense of maximal accretive operators. It is known
that

(1.3) ‖L1/2f‖2 ∼ ‖∇f‖2, n ≥ 1.

Here ∼ is the equivalence in the sense of norms, with implicit constants C
depending only on n, λ and Λ, and ‖f‖p = (

∫
Rn |f(x)|pH dx)1/p denotes

the usual norm for functions on Rn valued in a Hilbert space H.
This implies that the domain of L1/2 is in all dimensions the Sobolev

space H1(Rn), which was known as Kato’s conjecture. Indeed (1.3) is
due to Coifman, McIntosh and Meyer [CMcM] when n = 1, to Hofmann
and McIntosh [HMc] when n = 2 and to Hofmann, Lacey, McIntosh and
Tchamitchian along with the author [AHLMcT] for all dimensions.

Although there is no explicit connections between square roots and
Calderón-Zygmund operators (except if A is a constant matrix or if n=1)
there are strong relations: the L2-results are obtained through refine-
ments of standard techniques in the theory (square functions, Carleson
measures, T (b) theorem) so one can try to compare L1/2f and ∇f
in Lp norms, p 6= 2. This program was initialised in [AT1] for this
class of complex operators. It arose from a different perspective towards
applications to boundary value problems in the works of Dahlberg, Jeri-
son, Kenig and their collaborators (see [Ke, problem 3.3.16]). At this
time, the following results are known (obtained sometimes prior to the
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Kato conjecture by making the L2-result an assumption).

‖L1/2f‖p ∼ ‖f ′‖p, n = 1, 1 < p <∞.(1.4)

‖L1/2f‖p . ‖∇f‖p, n = 2, 1 < p <∞.(1.5)

‖∇f‖p . ‖L1/2f‖p, n = 2, 1 < p < 2 + ε.(1.6)

‖L1/2f‖p . ‖∇f‖p, n = 3, 4, 1 < p < 2.(1.7)

‖∇f‖p . ‖L1/2f‖p, n ≥ 3, pn < p < 2.(1.8)

‖L1/2f‖p . ‖∇f‖p, n ≥ 3, 2 < p < p′n.(1.9)

‖∇f‖p . ‖L1/2f‖p, n = 3, 4 2 < p < 2 + ε.(1.10)

Here and subsequently we set pn = 2n
n+2 for n ≥ 2, which is the Sobolev

exponent for the embedding ‖f‖2 ≤ C‖∇f‖pn
. Also, the inequalities are

stated for f in an appropriate class for which L1/2f is well-defined. In
view of the L2-results, C∞0 (Rn) works.

The equivalence (1.4) is in [AT2]. In one dimension, the theory of
singular integral operators is fully applicable but this ceases in higher
dimensions. The equations (1.5) and (1.6) are from [AT1]: they were
proved assuming (1.3) and a technical condition called the Gaussian
property, which is always valid in two dimensions from [AMcT]. In-
equalities of type (1.6) are known as Lp-boundedness for the opera-
tor ∇L−1/2, the (array of) Riesz transforms associated to L. Note that
in (1.6), ε depends on the ellipticity constants only and the range of p’s
is sharp for the whole class of such operators from a counterexample of
Kenig (see [AT1, p. 119]) as ε can be as small as one wishes. The in-
equality (1.7) is a consequence of [AHLMcT, Proposition 6.2], and an
assumption on the resolvent (1+ t2L)−1 which holds in these dimensions
thanks to Sobolev inequalities (see Section 4).

The inequality (1.8) is due independently to Blunck and Kunst-
mann [BK2] and Hofmann and Martell [HM] taking (1.3) as starting
point. In fact, we shall explain how to lower pn to pn − ε for some ε > 0
depending on dimension and the ellipticity constants only.

Proposition 1.

(1.11) ‖∇f‖p . ‖L1/2f‖p, n ≥ 3, pn − ε < p ≤ pn.

The sharpness of the lower bound is not known for the whole class of
operators L with (1.1). We present in a subsequent work equivalent for-
mulations of Lp-boundedness for Riesz transforms allowing to conclude
the existence of operators for which (1.11) fails for some p > 1 and also
to discuss this sharpness issue [A].
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A cheap duality argument gives (1.9) from (1.8) applied to the ad-
joint L∗, and the range extends to p < (pn−ε)′ thanks to Proposition 1.

Lastly, (1.10) is a consequence of (1.3), (1.7) and (1.9) combined with
the perturbation result in [AT1, p. 131].

Here, we wish to complete this study and prove results like (1.7) in
dimensions larger than or equal to 5.

Theorem 2. We have for Pn = npn

pn+n = 2n
n+4

(1.12) ‖L1/2f‖p . ‖∇f‖p, n ≥ 5, sup(Pn − ε, 1) < p < 2.

The sharpness of the lower bound is open. Note that Pn ≤ 1 if n ≤ 4:
in fact, our proof gives in lower dimensions a weak-type (1, 1) estimate:

Theorem 3. We have the weak-type estimate

(1.13) ‖L1/2f‖1,∞ . ‖∇f‖1, n ≤ 4.

By interpolation, this provides us with alternate proofs to the strong
type (p, p) in dimensions n ≤ 4 for the range 1 < p < 2. Boundedness on
the Hardy space H1 is also known in these dimensions, i.e. ‖L1/2f‖H1 ≤
C‖∇f‖H1 .

The gain from pn in (1.11) to Pn in (1.12) comes from a somewhat
magical use of Sobolev embeddings.

Let us return to large dimensions. As a consequence of the perturba-
tion method mentioned above, we have

Corollary 4.

(1.14) ‖∇f‖p . ‖L1/2f‖p, n ≥ 5, 2 < p < 2 + ε.

The upper bound is sharp as in dimension 2. By repeating the proof
of [AT1, Theorem 21, p. 132], one obtains invertibility results, which
were known if n ≤ 4.

Corollary 5.

(1.15) ‖∇f‖p ∼ ‖L1/2f‖p, n ≥ 2, sup(pn − ε, 1) < p < 2 + ε′.

Furthermore, the operator L1/2, a priori defined from C∞0 (Rn) into
L2(Rn), extends to a bounded an invertible operator from Ẇ 1,p(Rn)
onto Lp(Rn) for p in the above range.

We stress that these inequalities only require (1.1). More assumptions
give additional results. They will be discussed in Section 5.

The proof of Theorem 2 will be completely different from the ones in
smaller dimensions that gave an estimate on the Hardy space H1(Rn)
as none of them seem to extend to this more general setting. In fact, we
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reprove those earlier results in a unified way. Our method is to obtain
a weak type estimate for each p in the range. We shall use ideas from
Blunck and Kunstmann who introduced in [BK1] a criterion to obtain
weak type estimates for p 6= 1 which apply to non-integral operators,
generalizing methods and result from Duong-McIntosh for p = 1 [DMc].
These results, as the original Calderón-Zygmund theorem, rely on the
Calderón-Zygmund decomposition for Lp functions. The novelty here
(see Section 2) is a Calderón-Zygmund decomposition for any Sobolev-
Lp function, 1 ≤ p ≤ ∞, namely any locally integrable function whose
gradient is in Lp: it writes as the sum of a “good” part which is Lipschitz
and a locally finite sum of “bad” functions which are supported in cubes
with a control on the Lp-average of their gradients. In Section 3, we
prove Theorem 2. Section 4 is concerned with auxilliary lemmata for
elliptic operators used in Section 3. In Section 5, we make some more
historical remarks on earlier Lp results. In Sections 6 and 7, we extend
both the Calderón-Zygmund decomposition to Ẇm,p functions and our
results to higher order operators: see there for statements. We make
some final comments in Section 8.

Acknowledgements. We wish to thank G. David for an interesting
discussion on the Calderón-Zygmund decomposition. We are grateful
to S. Blunck and to S. Hofmann for making their unpublished work
available to me.

2. A Calderón-Zygmund lemma for Sobolev-Lp functions

Theorem 6. Let n ≥ 1, 1 ≤ p ≤ ∞ and f ∈ D′(Rn) be such that
‖∇f‖p < ∞. Let α > 0. Then, one can find a collection of cubes (Qi),
functions g and bi such that

(2.1) f = g +
∑

i

bi

and the following properties hold:

‖∇g‖∞ ≤ Cα,(2.2)

bi ∈W 1,p
0 (Qi) and

∫
Qi

|∇bi|p ≤ Cαp|Qi|,(2.3) ∑
i

|Qi| ≤ Cα−p

∫
Rn

|∇f |p,(2.4) ∑
i

1Qi
≤ N,(2.5)

where C and N depends only on dimension and p.
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As usual, cubes are with sides parallel to the axes and |E| is the
Lebesgue measure of a set E. The space W 1,p

0 (Ω) denotes the closure
of C∞0 (Ω) in W 1,p(Ω). The point is in the fact that the functions bi are
supported in cubes as the original Calderón-Zygmund decomposition
applied to ∇f would not give this. Note that the assumption on f
implies by classical regularity results that f is locally integrable.

Proof: If p = ∞, set g = f . Assume next that p < ∞. Let Ω = {x ∈
Rn; M(|∇f |p)(x) > αp} where M is the uncentered maximal operator
over cubes of Rn. If Ω is empty, then set g = f . Otherwise, the maximal
theorem gives us

|Ω| ≤ Cα−p

∫
Rn

|∇f |p.

Let F be the complement of Ω. By the Lebesgue differentiation theorem,
|∇f | ≤ α almost everywhere on F . We also have,

Lemma 7. One can redefine f almost nowhere on F so that for all x∈F ,
for all cube Q centered at x,

(2.6) |f(x)−mQf | ≤ Cα`(Q)

where `(Q) is the sidelength of Q and for all x, y ∈ F ,

(2.7) |f(x)− f(y)| ≤ Cα|x− y|.

The constant C depends only on dimension and p.

Here mEf denotes the mean of f over E. It is well-defined if E is a
cube as f is locally integrable. Let us postpone the proof of this lemma
and continue the argument.

Let (Qi) be a Whitney decomposition of Ω by dyadic cubes. Hence,
Ω is the disjoint union of the Qi’s, the cubes 2Qi

1 are contained in Ω
and have the bounded overlap property, but the cubes 4Qi intersect F .
As usual, λQ is the cube co-centered with Q with sidelength λ times that
of Q. Hence (2.4) and (2.5) are satisfied by the cubes 2Qi. Let us now
define the functions bi. Let (Xi) be a partition of unity on Ω associated
to the covering (Qi) so that for each i, Xi is a C1 function supported
in 2Qi with ‖Xi‖∞ + `i‖∇Xi‖∞ ≤ c(n), `i being the sidelength of Qi.
Pick a point xi ∈ 4Qi ∩ F . Set

bi = (f − f(xi))Xi.

1Strictly speaking, 2Qi may not have the bounded overlap property but cQi do for

some c > 1. The value of c does not play any role and we take it as 2 for simplicity.
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It is clear that bi is supported in 2Qi. Let us estimate
∫
2Qi

|∇bi|p.
Introduce Q̃i the cube centered at xi with sidelength 8`i. Then 2Qi ⊂
Q̃i. Set ci = m2Qi

f and c̃i = m
Q̃i
f and write

bi = (f − ci)Xi + (ci − c̃i)Xi + (c̃i − f(xi))Xi.

By (2.6) and (2.5) for the cubes 2Qi, |c̃i−f(xi)| ≤ Cα`i, hence
∫
2Qi

|c̃i−
f(xi)|p|∇Xi|p ≤ Cαp|2Qi|. Next, using the Lp-Poincaré inequality and
the fact that Q̃i ∩ F is not empty,

|ci − c̃i| ≤
1

|2Qi|

∫
Q̃i

|f − c̃i| ≤ C`i

(
1

|Q̃i|

∫
Q̃i

|∇f |p
)1/p

≤ Cα`i.

Hence,
∫
2Qi

|ci − c̃i|p|∇Xi|p ≤ Cαp|2Qi|. Lastly, since ∇
(
(f − ci)Xi

)
=

Xi∇f + (f − ci)∇Xi, we have again by the Lp-Poincaré inequality and
the fact that the average of |∇f |p on 2Qi is controlled by Cαp that∫

2Qi

|∇
(
(f − ci)Xi

)
|p ≤ Cαp|2Qi|.

Thus (2.3) is proved.
Set h(x) =

∑
i f(xi)∇Xi(x). Note that this sum is locally finite and

h(x) = 0 for x ∈ F . Note also that
∑

i Xi(x) is 1 on Ω and 0 on F .
Since it is also locally finite we have

∑
i∇Xi(x) = 0 for x ∈ Ω. We

claim that h(x) ≤ Cα. Indeed, fix x ∈ Ω. Let Qj be the Whitney cube
containing x and let Ix be the set of indices i such that x ∈ 2Qi. We
know that ]Ix ≤ N . Also for i ∈ Ix we have that C−1`i ≤ `j ≤ C`i
and |xi − xj | ≤ C`j where the constant C depends only on dimension
(see [St]). We have

|h(x)| =

∣∣∣∣∣∑
i∈Ix

(f(xi)− f(xj))∇Xi(x)

∣∣∣∣∣≤C∑
i∈Ix

|f(xi)−f(xj)|`−1
i ≤ CNα,

by the previous observations.
It remains to obtain (2.1) and (2.2). We easily have using

∑
i∇Xi(x)=

0 for x ∈ Ω, that

∇f = (∇f)1F + h+
∑

i

∇bi, a.e. .

Now
∑

i bi is a well-defined distribution on Rn. Indeed, for a test func-
tion u, using the properties of the Whitney cubes,∑

i

∫
|biu| ≤ C

∫ (∑
i

|bi(x)|`−1
i

)
|u(x)| d(x, F ) dx



166 P. Auscher

and the last sum converges in Lp as a consequence of (2.4) and

Lemma 8. Set p∗ = np
n−p if p < n and p∗ = ∞ otherwise, then for all

real numbers r with p ≤ r ≤ p∗,

(2.8)

∥∥∥∥∥∑
i

|bi|`−1
i

∥∥∥∥∥
r

r

≤ Cαr
∑

i

|Qi|.

Admit this lemma and set g = f −
∑

i bi. Then ∇g = (∇f)1F + h
in the sense of distributions and, hence, ∇g is a bounded function with
‖∇g‖∞ ≤ Cα.

Proof of Lemma 8: By (2.5) and the Poincaré-Sobolev inequality:∥∥∥∥∥∑
i

|bi|`−1
i

∥∥∥∥∥
r

r

≤ N
∑

i

‖|bi|`−1
i ‖r

r ≤ NC
∑

i

`rθ
i ‖∇bi‖r

p

where θ = n
r −

n
p . By (2.3), `rθ

i ‖∇bi‖r
p ≤ αr`

nr/p
i , hence∥∥∥∥∥∑

i

|bi|`−1
i

∥∥∥∥∥
r

r

≤ CNαr
∑

i

`ni .

Proof of Lemma 7: Let x be a point in F . Fix such cube Q with center x
and let Qk be co-centered cubes with `(Qk) = 2k`(Q) for k a negative
integer. Then, by Poincaré’s inequality

|mQk+1f −mQk
f | ≤ 2n|mQk+1(f −mQk+1f)|

≤ C2n`(Qk)(mQk+1 |∇f |p)1/p

≤ C2k`(Q)α

since Qk+1 contains x ∈ F . It easily follows that mQf has a limit
as |Q| tends to 0. If, moreover, x is in the Lebesgue set of f , then this
limit is equal to f(x). Redefine f on the complement of the Lebesgue
set in F so that mQf tends to f(x) with Q centered at x with |Q| → 0.
Morevover, summing over k the previous inequality gives us (2.6). To
see (2.7), let Qx be the cube centered at x with sidelength 2|x−y| and Qy

be the cube centered at y with sidelength 8|x− y|. It is easy to see that
Qx ⊂ Qy. As before, one can see that |mQxf − mQyf | ≤ Cα|x − y|.
Hence by the triangle inequality and (2.6), one obtains (2.7) readily.
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Remark. Note that this argument can be adapted on a space of homo-
geneous type where a notion of gradient is available (see, e.g., [HaK]).

Remark. Lemma 7 implies that f is Lipschitz on F with Lipschitz con-
stant α; it should be compared with that of M. Weiss (see [C, Lem-
ma 1.4]) which gives a slightly stronger result but only for p > n.

Remark. Note that if p > n then there is a sup norm estimate as follows∥∥∥∥∥∑
i

|bi|`−η
i

∥∥∥∥∥
p

∞

≤ Cαp
∑

i

|Qi|,

with η = 1− n
p .

3. Proof of Theorems 2 and 3

Let L be as in the Introduction. For 1 ≤ ρ ≤ ∞, we say that L satis-
fies (Sρ) if

(3.1) ∃ Cρ ≥ 0 ∀ t > 0 ∀ f ∈ L2 ∩ Lρ(Rn) ‖e−tLf‖ρ ≤ Cρ‖f‖ρ.

Of course (S2) holds by construction with C2 = 1. The proof of the
next lemma is defered to Section 4.

Lemma 9. If n = 1 or n = 2, then (Sρ) holds for all ρ. If n ≥ 3,
(Sρ) holds for pn − ε < ρ < (pn − ε)′ for some ε > 0 depending only on
dimension and the ellipticity constants.

Theorem 2 and Theorem 3 are therefore a consequence of the next
result combined with Marcinkiewicz interpolation.

Theorem 10. Let n ≥ 1. Assume that (Sρ) holds for some ρ ∈ [1, 2).
Let ρ∗ = nρ

n+ρ . Then we have

‖L1/2f‖p,∞ . ‖∇f‖p, if 1 ≤ ρ∗ < p < 2,(3.2)

‖L1/2f‖1,∞ . ‖∇f‖1, if ρ∗ < 1.(3.3)

Proof: By Lemma 9, one can always assume that ρ < pn. Let p = 1
if ρ∗ < 1 and ρ∗ < p < pn otherwise. Let f ∈ C∞0 (Rn). We have to
establish the weak type estimate

(3.4) |{x ∈ Rn; |L1/2f(x)| > α}| ≤ C

αp

∫
|∇f |p,

for all α > 0. We use the following resolution of L1/2:

L1/2f = c

∫ ∞

0

e−t2LLf dt
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with c = π−1/2 which we omit from now on. It suffices to obtain the
result for the truncated integrals

∫ R

ε
. . . with bounds independent of ε,R,

and then to let ε → 0 and R → ∞. For the truncated integrals, all
the calculations are justified. We ignore this step and argue directly
on L1/2. Apply the Calderón-Zygmund decomposition of Lemma 6 to f
at height αp and write f = g+

∑
i bi. By construction, ‖∇g‖p ≤ c‖∇f‖p.

Interpolating with (2.2) yields
∫
|∇g|2 ≤ cα2−p

∫
|∇f |p. Hence

∣∣∣{x ∈ Rn; |L1/2g(x)| > α

3

}∣∣∣ ≤ C

α2

∫
|L1/2g|2

≤ C

α2

∫
|∇g|2

≤ C

αp

∫
|∇f |p

where we used the L2-estimate (1.3) for square roots. To compute L1/2bi,
let ri = 2k if 2k ≤ `i = `(Qi) < 2k+1 and set Ti =

∫ ri

0
e−t2LLdt and Ui =∫∞

ri
e−t2LLdt. It is enough to estimate A = |{x ∈ Rn; |

∑
i Tibi(x)| >

α/3}| and B = |{x ∈ Rn; |
∑

i Uibi(x)| > α/3}|. Let us bound the first
term. First,

A ≤ | ∪i 4Qi|+

∣∣∣∣∣
{
x ∈ Rn \ ∪i4Qi;

∣∣∣∣∣∑
i

Tibi(x)

∣∣∣∣∣ > α

3

}∣∣∣∣∣ ,
and by (2.4), | ∪i 4Qi| ≤ C

αp

∫
|∇f |p. To handle the other term, we need

the following lemma (not optimal but sufficient for our needs), whose
proof is defered to Section 4.

Lemma 11. If (Sρ) holds, for ρ < q < r < 2n
n−2 (set 2n

n−2 = ∞ if n ≤ 2)
then for all closed sets E and F , all h ∈ Lq(Rn) with support in E and
all t > 0, we have

(3.5) ‖e−t2Lt2Lh‖Lr(F ) ≤
C

tγ
e−

cd(E,F )2

t2 ‖h‖q

with γ = n
q −

n
r and d(E,F ) the distance between E and F , where the

constants C, c depend uniquely on n, λ, Λ, Cρ, q, r.
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Let q = 2 if n = 1 and q = p∗ = np
n−p , the Sobolev exponent for the

embedding Ẇ 1,p(Rn) ⊂ Lq(Rn), if n ≥ 2. Observe that ρ < q ≤ 2 by
our choice of p. Now,∣∣∣∣∣

{
x ∈ Rn \ ∪i4Qi;

∣∣∣∣∣∑
i

Tibi(x)

∣∣∣∣∣ > α

3

}∣∣∣∣∣ ≤ C

αq

∫ ∣∣∣∣∣∑
i

hi

∣∣∣∣∣
q

with hi = 1(4Qi)c |Tibi|. To estimate the Lq norm, we dualize against
u ∈ Lq′(Rn) with ‖u‖q′ = 1 and follow the calculations in [BK2]:∫

|u|
∑

i

hi =
∑

i

∞∑
j=2

Aij

where

Aij =
∫

Fij

|Tibi||u|,

Fij = 2j+1Qi \ 2jQi.

Choose a number r with q < r < 2n
n−2 . By Minkowski integral inequality

and Lemma 11 with F = Fij , E = Qi and h = bi

‖Tibi‖Lr(Fij) ≤ c

∫ ri

0

‖e−t2LLbi‖Lr(Fij) dt

≤ c

∫ ri

0

C

tγ+2
e−

c4jr2
i

t2 dt‖bi‖q,

where we used ri ∼ `i. By Poincaré-Sobolev inequality and (2.3),

‖bi‖q ≤ c`
1−( n

p−
n
q )

i ‖∇bi‖p ≤ cα`
1+ n

q

i ,

hence for some appropriate constants C, c,

‖Tibi‖Lr(Fij) ≤ Cαe−c4j

`
n
r
i .

Now remark that for any y ∈ Qi and any j ≥ 2,(∫
Fij

|u|r
′

)1/r′

≤
(∫

2j+1Qi

|u|r
′
)1/r′

≤(2n(j+1)|Qi|)1/r′
(
M(|u|r

′
)(y)

)1/r′

.

Applying Hölder inequality, one obtains

Aij ≤ Cα2nj/r′e−c4j

`ni

(
M(|u|r

′
)(y)

)1/r′

.
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Averaging over Qi yields

Aij ≤ Cα2nj/r′e−c4j

∫
Qi

(
M(|u|r

′
)(y)

)1/r′

dy.

Summing over j ≥ 2 and i, we have∫
|u|
∑

i

hi ≤ Cα

∫ ∑
i

1Qi
(y)
(
M(|u|r

′
)(y)

)1/r′

dy.

Applying Hölder’s inequality with exponent q, q′ and the maximal the-
orem since q′ > r′, one obtains∫

|u|
∑

i

hi ≤ Cα

∥∥∥∥∥∑
i

1Qi

∥∥∥∥∥
q

.

Hence∣∣∣∣∣
{
x ∈ Rn \ ∪i4Qi;

∣∣∣∣∣∑
i

Tibi(x)

∣∣∣∣∣ > α

3

}∣∣∣∣∣ ≤ C

∥∥∥∥∥∑
i

1Qi

∥∥∥∥∥
q

q

≤ C

αp

∫
|∇f |p

by (2.5) and (2.4).
It remains to handling the term B. Using functional calculus for L

one can compute Ui as r−1
i ψ(r2iL) with ψ the holomorphic function on

the sector |arg z| < π/2 given by

(3.6) ψ(z) =
∫ ∞

1

e−t2zz dt.

It is easy to show that |ψ(z)| ≤ C|z|1/2e−c|z|2 , uniformly on subsec-
tors |arg z| ≤ µ < π/2.

We invoke the following lemma, whose proof is also defered to Sec-
tion 4.

Lemma 12. If (Sρ) holds then for ρ < q ≤ 2

(3.7)

∥∥∥∥∥∑
k∈Z

ψ(4kL)βk

∥∥∥∥∥
q

≤ C

∥∥∥∥∥∥
(∑

k∈Z
|βk|2

)1/2
∥∥∥∥∥∥

q

,

whenever the right hand side is finite. The constant C depends on n, λ,
Λ, Cρ, q.

To apply this lemma, observe that the definitions of ri and Ui yield∑
i

Uibi =
∑
k∈Z

ψ(4kL)βk
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with

βk =
∑

i,ri=2k

bi
ri
.

Using the bounded overlap property (2.5), one has that∥∥∥∥∥∥
(∑

k∈Z
|βk|2

)1/2
∥∥∥∥∥∥

q

q

≤ C

∫ ∑
i

|bi|q

rq
i

.

By Lemma 8, together with `i ∼ ri,∫ ∑
i

|bi|q

rq
i

≤ Cαq
∑

i

|Qi|.

Hence, by (2.4)∣∣∣∣∣
{
x ∈ Rn;

∣∣∣∣∣∑
i

Uibi(x)

∣∣∣∣∣ > α

3

}∣∣∣∣∣ ≤ C
∑

i

|Qi| ≤
C

αp

∫
|∇f |p.

4. Proof of technical lemmata

Let L be as in the Introduction. There exists ω ∈ [0, π/2) depending
only on the ellipticity constants such that L is of type ω (see, e.g. [AT1])
on L2(Rn). This implies that for some holomorphic functions f in the
open sectors Σµ = {z ∈ C∗; |arg z| < µ}, f(L) can be defined as a
bounded operator on L2(Rn). Since L is maximal-accretive, it has an
H∞(Σπ/2)-functional calculus on L2(Rn). The semigroup (e−tL) has
an analytic extension to a complex semigroup (e−zL) of contractions
on L2(Rn) for z ∈ Σπ/2−ω.

Lemma 13. There is an r ∈ (1, 2) depending on dimension and the
ellipticity constants only, such that L extends to a bounded and invertible
operator from Ẇ 1,p(Rn) onto Ẇ−1,p(Rn) and I+L extends to a bounded
operator from W 1,p(Rn) onto W−1,p(Rn) for | 12 −

1
p | < | 12 −

1
r |.

Recall that the homogenous Sobolev space Ẇ 1,p(Rn) is the closure
of C∞0 (Rn) for ‖∇f‖p when 1 < p < ∞ and Ẇ−1,p′(Rn) is its dual
space. This lemma is in [AT1]. It can be seen by two methods: either
by a direct comparison between L and −∆ the Laplacian operator after
renormalisation of the coefficients of L and r can be estimated in terms
of ‖A− I‖∞ and the norms of the classical Riesz transforms ∂j(−∆)1/2

acting on Lp(Rn); or by an abstract interpolation method due to do
I. Sneiberg relying on the Schwarz lemma for holomorphic functions.
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Lemma 14. Let r∗ = nr
n+r . Let ρ ≤ 2 be such that ρ > r∗ if r∗ ≥ 1

or ρ = 1 if r∗ < 1. For µ ∈ (ω, π/2) and z ∈ Σπ/2−µ,

(4.1) ‖e−zLf‖2 + ‖e−zL∗
f‖2 ≤ C

√
|z|

−( n
ρ−

n
2 )
‖f‖ρ, f ∈ L2 ∩ Lρ(Rn)

where C depending only on dimension, ellipticity, ρ and µ.

Proof: Assume first that |z| = 1. By Lemma 13 and the Sobolev embed-
ding theorem, in a finite number of steps (1+L)−k extends to a bounded
map from Lρ(Rn) into L2(Rn). Note that k is depends only on r, hence
ellipticity, and dimension. Let f ∈ L2 ∩ Lρ(Rn). Since f is in L2(Rn),
the equality

e−zLf = e−zL(I + L)k(I + L)−kf

is justified. As e−zL(I+L)k extends to bounded operator on L2(Rn), we
have obtained that ‖e−zLf‖ρ′ ≤ C‖f‖ρ, with a constant C that depends
only on ellipicity, dimension, ρ and µ.

If |z| 6= 1, then the affine change of variable in Rn defined by g(x) =
f(|z|1/2x) gives us e−zLf(x) = (e−arg z L|z|g)(|z|−1/2x) with L|z| the sec-
ond order operator with coefficients A(|z|1/2x). Since L|z| has same ellip-
ticity constants as L, the previous bound applies and yields the desired
estimate.

The same argument applies to L∗.

Let us now recall the following well-known results although not ex-
plicitely stated as such in the literature.

Proposition 15. Let p ∈ [1, 2) and n ≥ 1.

1. If (Sp) holds then e−tL : Lp → L2 with norm bounded by Ct−γp/2,
γp = n

p −
n
2 .

2. If e−tL : Lp → L2 with norm bounded by Ct−γp/2, then for all q ∈
(p, 2) there is a sector Σν for which we have the following Lq −L2

off-diagonal bounds: for all closed sets E and F , all h ∈ Lq(Rn)
with support in E and all z ∈ Σν for some ν > 0, we have

(4.2) ‖e−zLh‖L2(F ) ≤
C

|z|γq/2
e−

cd(E,F )2

|z| ‖h‖q.

3. If Lp − L2 off-diagonal bounds above hold then L satisfies (Sp).

Proof: The proof of 1 is classical from Nash type inequalities. Briefly,
we start from the Gagliardo-Nirenberg inequality

‖f‖22 ≤ C‖∇f‖2α
2 ‖f‖2β

p
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with α+ β = 1 and (1 + γp)α = γp. By ellipticity

‖∇e−tLf‖22 ≤ λ−1<〈A∇e−tLf,∇e−tLf〉 ≤ (2λ)−1 d

dt
‖e−tLf‖22.

If f ∈ L2∩Lp with ‖f‖p = 1, set ϕ(t) = ‖e−tLf‖22. It is a non-increasing
function. Using (Sp), one has ϕ(t)1/α ≤ Cϕ′(t). Integrating between t

and 2t one finds easily that ϕ(t) ≤ Ct−
α

α−1 , which is the desired estimate.

The proof of 2 consists in interpolating by the complex method
the Lp − L2 boundeness assumption with the L2 − L2 off diagonal
bounds [Da], [AHLMcT]: for all closed sets E and F , all h ∈ L2(Rn)
with support in E and all z ∈ Σµ, µ ≤ π

2 − ω, we have

(4.3) ‖e−zLh‖L2(F ) ≤ Ce−
cd(E,F )2

|z| ‖h‖2.

The proof of 3 can be seen by adapting the one of Theorem 25 in [Da]
to our situation.

We now prove the lemmata stated in Section 3.

Proof of Lemma 9: The case of dimensions n = 1, 2 is in [AMcT]. For
n ≥ 3, it suffices to combine Lemma 14 and Proposition 15.

Proof of Lemma 11: The assumption is that (Sρ) holds. And we know
(Sp) holds at least for | 12 −

1
p | <

1
n . It follows from Proposition 15 that

(4.4) ‖e−zLh‖Lr(F ) ≤
C√
|z|

n
q −

n
r
e−

cd(E,F )2

|z| ‖h‖q

for any q, r with ρ < q ≤ r < 2n
n−2 and |arg z| ≤ ν for some ν > 0

whenever h is supported in E. Then (3.5) follows by analyticity of the
semigroup on L2.

Proof of Lemma 12: Dualizing, (3.7) is equivalent to the square function
estimate,

(4.5)

∥∥∥∥∥∥
(∑

k∈Z
|ψ(4kL∗)u|2

)1/2
∥∥∥∥∥∥

q′

≤ C‖u‖q′

where L∗ is the adjoint of L. Now, it is proved in [BK1, Theorem 1.1],
that under the off-diagonal estimates (4.4) imply that L has a bounded
holomorphic functional calculus on Lq for ρ < q < 2 (see also Proposi-
tion 2.3 of this same paper). By duality, L∗ has a bounded holomorphic
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functional calculus on Lq′ . But it is proved in [CDMcY] that this im-
plies (4.5) for a class of functions ψ containing ours (see also [LeM] for
an informative discussion on this). This proves Lemma 12.

Proof of Proposition 1: Lemma 9 gives us a range (pn − ε, 2) of ρ for
which (Sρ) holds. Hence we obtain (4.4) and it suffices to apply [BK2,
Theorem 1.1] to obtain Lp-boundedness the Riesz transforms for p ∈
(pn − ε, 2), hence for p ∈ (pn − ε, pn].

5. Comments on earlier Lp results

Let us begin with earlier results on the Riesz transform Lp-bounded-
ness.

They hold in the range of 1 < p < 2 if the Gaussian property holds
(see [AT1]), which means that the kernel of the semigroup e−tL satisfies
a global (in time) Gaussian upper bound together with Hölder regular-
ity in the space variables. In that case, the Riesz transform is bounded
on the Hardy space H1. This applies for example to any real elliptic
operator, symmetric or not. The Lp result holds under the weaker hy-
pothesis that the Gaussian upper bound hold, and in that case it is weak
type (1, 1).

Then, the next results are for a range ρ < p < ∞ for some ρ ≥ 1.
Proposition 2.3 of [BK2] (see also the argument of Proposition 1 above)
implies that if (Sρ) is satisfied then weak type (p, p), hence strong
type (p, p) holds in this range. In particular, the result applies to ρ = 1
which gives an improvement over [DMc] Lp-boundedness result (whereas
it does not yield weak type (1, 1) as in [DMc]).

Indeed, the Gaussian upper bound (assumed in [DMc]) implies (S1)
but the converse is not known in general. It is true if C1 = 1, i.e. the
semigroup is contracting on L1, as by [ABBO] this is equivalent to the
fact that L is real. But we are not aware if (S1) with C1 > 1 implies the
Gaussian upper bound.

The Lp-boundedness of Riesz transforms for p > 2 cannot hold in gen-
eral even for real and symmetric operators. There is always an improve-
ment from L2-boundedness to L2+ε-boundedness with an ε depending
on the operator. We study related problems in a subsequent work [A].
Let us mention the results of [ERS] where it is proved that Lp bound-
edness holds for all p ∈ (1,∞) when the coefficients are continuous and
periodic with the same period.
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Let us now turn to the reverse inequality, that is ‖L1/2f‖p . ‖∇f‖p.
As we said, it follows by duality from the Lp′ -boundedness of the Riesz
transform associated to L∗ (again, we shall say more on this in our
forthcoming work). This gives one results for p > 2, but not for p < 2.

In [AT1], it is proved that it holds for all p ∈ (1,∞) provided the
Gaussian property holds. In fact, there is a quite remarkable factoriza-
tion of L1/2 as T∇ where T is a Calderón-Zygmund operator. Again,
this applies to any real elliptic operator, symmetric or not. The next
available result is from [AHLMcT, Proposition 6.2]. There, a Hardy
space H1 estimate is obtained, hence Lp estimates for 1 < p < 2 by
interpolation, under the hypothesis of uniform Lρ estimates for the re-
solvent (I+t2L)−1 for some ρ < n

n−1 . As mentioned in the Introduction,
this covers all dimensions up to and including 4. But the method of proof
seems limited to such an hypothesis.

As we see the hypothesis there is on the resolvent and here on the
semigroup. They are essentially equivalent, up to changing the ρ’s. The
hypothesis on the resolvent is implied by (Sρ) for the same ρ, using
the Laplace transform to compute resolvents from semigroups. Next
by analyticity and complex interpolation, uniform Lρ estimates for the
resolvent (I + t2L)−1 for some ρ < 2 implies (Sρ′) for any ρ < ρ′ < 2.
Thus, Theorem 10 is an extension of Proposition 6.2 of [AHLMcT].

6. Calderón-Zygmund lemma for W m,p-functions

Lemma 16. Let n ≥ 1, 1 ≤ p ≤ ∞ and f ∈ D′(Rn) be such that
‖∇mf‖p <∞. Let α > 0. Then, one can find a collection of cubes (Qi),
functions g and bi such that

(6.1) f = g +
∑

i

bi

and the following properties hold:

‖∇mg‖∞ ≤ Cα,(6.2)

bi ∈Wm,p
0 (Qi) and

∫
Qi

|∇mbi|p ≤ Cαp|Qi|,(6.3) ∑
i

|Qi| ≤ Cα−p

∫
Rn

|∇mf |p,(6.4) ∑
i

1Qi ≤ N,(6.5)

where C and N depends only on dimension and p.
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Here∇mf is the array of all partial derivativesDγf of f with orderm,
‖∇mf‖p is the Lp-norm of its length, the latter being computed with
any convenient norm on a finite dimensional space. The space Wm,p

0 (Ω)
denotes the closure of C∞0 (Ω) in Wm,p(Ω). Note that the assumption
on f implies by classical regularity results that f is locally integrable.

Proof: If p = ∞, set g = f . Assume next that p < ∞. Let Ω = {x ∈
Rn; M(|∇mf |p)(x) > αp} where M is the uncentered maximal operator
over cubes of Rn. If Ω is empty, then set g = f . Otherwise, the maximal
theorem gives us

|Ω| ≤ Cα−p

∫
Rn

|∇mf |p.

Let F be the complement of Ω.
Let (Qi) be a Whitney decomposition of Ω by dyadic cubes. Hence,

Ω is the disjoint union of the Qi’s, the cubes 2Qi are contained in Ω
and have the bounded overlap property, but the cubes 4Qi intersect F .
Hence (6.4) and (6.5) are satisfied by the cubes 2Qi. Let us now define
the functions bi. Let (Xi) be a partition of unity on Ω associated to the
covering (Qi) so that for each i, Xi is a Cm function supported in 2Qi

with `|γ|i ‖DγXi‖∞ ≤ c(n,m) for all multiindices γ with |γ| ≤ m, `i being
the sidelength of 2Qi.

If Q is a cube, let PQf be the Poincaré polynomial of f with degree
less than or equal to m− 1 associated to Q. Set

bi = (f − P2Qi
f)Xi,

and
g = f −

∑
i

bi.

It remains to establish the desired properties on bi and g.
First, we recall some properties of PQf , following [Mor] (see [GM] for

a short presentation). It is uniquely defined by the relations
∫

Q
Dγ(f −

P ) = 0 for all multiindices γ with |γ| ≤ m− 1. For Q fixed, it is linearly
dependent on f . We have the uniform estimates

(6.6) sup
Q
|DγPQf | ≤ C(n,m)`−n

∑
β>γ, |β|≤m−1

∫
Q

|Dβf |

and the Poincaré inequalities

(6.7)
∫

Q

|Dγ(f − PQf)|p ≤ C(n,m, p)`p(m−|γ|)
∫

Q

|∇mf |p

for all γ with |γ| ≤ m − 1, where C(n,m), C(n,m, p) are universal
constants independent of f , Q and ` is the sidelength of Q.
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It is clear that bi is supported in 2Qi. Let us estimate
∫
2Qi

|∇mbi|p. It
suffices to apply the Leibniz rule and to invoke the Poincaré inequalities
to each term. This readily yields (6.3).

The next step is to verify that
∑

i bi is a distribution. Indeed, for a
test function u, using the properties of the Whitney cubes,∑

i

∫
|biu| ≤ C

∫ (∑
i

|bi(x)|`−m
i

)
|u(x)| d(x, F )m dx

and the last sum converges in Lp as a consequence of (6.4) and

Lemma 17. Set p∗ = np
n−mp if mp < n and p∗ = ∞ otherwise. Then

for all real numbers r with p ≤ r ≤ p∗,

(6.8)

∥∥∥∥∥∑
i

|bi|`−m
i

∥∥∥∥∥
r

r

≤ Cαr
∑

i

|Qi|.

Proof of Lemma 17: By (6.5) and the Poincaré-Sobolev inequality:∥∥∥∥∥∑
i

|bi|`−m
i

∥∥∥∥∥
r

r

≤ N
∑

i

‖|bi|`−m
i ‖r

r ≤ NC
∑

i

`rθ
i ‖∇mbi‖r

p

where θ = n
r −

n
p . By (6.3), `rθ

i ‖∇mbi‖r
p ≤ αr`

nr/p
i , hence∥∥∥∥∥∑

i

|bi|`−m
i

∥∥∥∥∥
r

r

≤ CNαr
∑

i

`ni .

Hence g = f −
∑

i bi is well-defined. Let us compute ∇mg. Recall
that

∑
i Xi(x) is 1 on Ω and 0 on F . Since it is also locally finite we have∑

iD
γXi(x) = 0 for x ∈ Ω for all γ with 1 ≤ |γ| ≤ m. Hence, if |γ| = m,

this and the Leibniz rule yield in the sense of distributions on Rn,∑
i

Dγbi = Dγf
∑

i

Xi +
∑

i

∑
β<γ, |β|≥1

cβ,γD
β(Pif)Dγ−βXi.

Fix a multiindex β and set h = hβ,γ =
∑

iD
β(Pif)Dγ−βXi. We show

that h ≤ Cα. Admitting this, we obtain Dγg is a bounded function with

Dγg = (Dγf)1F −
∑

β<γ, |β|≥1

cβ,γhβ,γ ,

almost everywhere and this gives us (6.2).
Note that the sum defining h is locally finite on Ω and h(x) = 0

for x ∈ F . Let x ∈ Ω and Qj be the Whitney cube containing x and
let Ix be the set of indices i such that x ∈ 2Qi. We know that ]Ix ≤ N .
For i ∈ Ix we have that C−1`i ≤ `j ≤ C`i and |z − y| ≤ C`j for z ∈ Qi
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and y ∈ Qj , where the constant C depends only on dimension (see [St]).
Let xj be a point in F ∩ 4Qj and let Q̃j be the smallest cube centered
at xj containing all of the cubes 2Qi for i ∈ Ix. It is easy to see that its
lengthside ˜̀

j is comparable to `j . As γ − β 6= 0, we may write

h(x) =
∑
i∈Ix

Dβ(P2Qi
f − PQ̃j

f)(x)Dγ−βXi(x)

so that the conclusion will follow from

(6.9) |Dβ(P2Qi
f − PQ̃j

f)(x)| ≤ C(˜̀j)m−|β|

(∫
Q̃j

|∇mf |p
)1/p

with a constant C independent of x, f , as∫
Q̃j

|∇mf |p ≤M(|∇mf |p)(xj)|Q̃j | ≤ αp|Q̃j |.

First remark that by construction and uniqueness P2Qi(PQ̃j
f) = PQ̃j

f .
Hence the left hand side of (6.9) is dominated by

sup
2Qi

|Dβ(P2Qi
(f − PQ̃j

f))|.

By (6.6), this is controlled by constant times sums of

`−n
i

∫
2Qi

|Dβ′
(f − PQ̃j

f)|

with β′ > β and |β′| ≤ m − 1. Using that 2Qi ⊂ Q̃j , `i ∼ ˜̀
j , and the

Poincaré inequalities (6.7), this last expression is dominated by the right
hand side of (6.9) as desired.

7. Results for higher order operators

Consider an homogeneous elliptic operator L of order m, m ∈ N,
m ≥ 2, defined by

(7.1) Lf = (−1)m
∑

|α|=|β|=m

∂α(aαβ∂
βf),

where the coefficients aαβ are complex-valued L∞ functions on Rn, and
we assume

(7.2)

∣∣∣∣∣∣
∑

|α|=|β|=m

∫
Rn

aαβ(x)∂βf(x)∂αḡ(x) dx

∣∣∣∣∣∣ ≤ Λ‖∇mf‖2‖∇mg‖2
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and the G̊arding inequality

(7.3) Re
∑

|α|=|β|=m

∫
Rn

aαβ(x)∂βf(x)∂αf̄(x) dx ≥ λ‖∇mf‖22

for some λ > 0 and Λ < +∞ independent of f, g ∈ Hm(Rn)=Wm,2(Rn).
Again, L is constructed as before as a maximal-accretive operator. It
has a square root. The main result of [AHMcT] is

(7.4) ‖L1/2f‖2 ∼ ‖∇mf‖2, n ≥ 1.

If 2m ≥ n ≥ 1, it is a consequence of the method of [AT1] for second
order operators that the following Lp a priori inequalities hold:

‖∇mf‖p . ‖L1/2f‖p, 1 < p < 2 + ε(7.5)

‖L1/2f‖p . ‖∇mf‖p, 1 < p <∞.(7.6)

This is sharp in the range of p’s. Further, if n = 1, (7.5) and (7.6) are
true for 1 < p <∞.

Let us now restrict ourselves to the case 2m < n. First the above
inequalities hold if the semigroup satisfies the Gaussian property. It is
likely that the method in [DMc] extends to give us the Riesz transform
weak type (1, 1) estimate if only a Gaussian upper bound holds. In their
recent mentioned work [BK2], Blunck and Kunstmann establish that

(7.7) ‖∇mf‖p . ‖L1/2f‖p, p(n,m) < p < 2

with p(n,m) the Sobolev exponent for the Sobolev embedding Wm,p ⊂
L2: p(n,m) = 2n

2m+n . Note that p(n,m) ≤ 1 is exactly the condi-
tion n ≤ 2m so that their result recovers the part p < 2 of (7.5). In fact
their result, together with the relation between (Sρ) and Lp − Lq off-
diagonal estimates (which are somehow abstract and apply as well to
higher order operators), states as follows: if (Sρ) holds for some ρ ∈ [1, 2)
then (7.7) is valid for ρ < p < 2. Next it is true that Lp − Lq off-
diagonal estimates holds for p = p(n,m) and q = p(n,m)′, hence (Sρ)
for any ρ ∈ [p(n,m), p(n,m)′] [Da, Theorem 25]. In fact, as for sec-
ond order operators, we observe that (Sρ) always holds in an extended
range p(n,m) − ε < ρ < (p(n,m) − ε)′ for some ε depending only
on dimension and the ellipticity constants, hence the Riesz transform
Lp-boundedness is valid in the range p(n,m)− ε < ρ < 2.

We are interested in the reverse inequality and we obtain the following
result.
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Theorem 18. Let n ≥ 1 and m ≥ 2. We have for P (n,m) = 2n
n+4m

(7.8) ‖L1/2f‖p . ‖∇mf‖p, n ≥ 1, sup(P (n,m)− ε, 1) < p < 2.

Furthermore, if P (n,m) ≤ 1 that is 1 ≤ n ≤ 4m, then we have the weak
type (1, 1) estimate

(7.9) ‖L1/2f‖1,∞ . ‖∇mf‖1.

We observe that the proof works for 2m ≥ n and 2m < n as well. Note
also that P (n,m) is the Sobolev exponent for the embedding Wm,p ⊂
Lp(n,m) if P (n,m) ≥ 1. The consequences are the same as for second
order operators extending what was known when 2m ≥ n.

Corollary 19.

(7.10) ‖∇f‖p ∼ ‖L1/2f‖p, n ≥ 2, sup(p(n,m)− ε, 1) < p < 2 + ε′.

Furthermore, the operator L1/2, a priori defined on C∞0 (Rn) with values
in L2(Rn), extends to a bounded an invertible operator from Ẇm,p(Rn)
onto Lp(Rn) for p in the above range.

The method of proof of Theorem 18 parallels that for second order
operators. First, we observe that (Sρ) is valid when p(n,m) − ε < ρ <
(p(n,m)−ε)′. So it suffices to show that if (Sρ) holds for some ρ ∈ [1, 2),
then (7.8) holds for inf(ρ∗, 1) < p < 2 where ρ∗ = ρn

ρm+n (this is the
Sobolev exponent p for Wm,p ⊂ Lρ when ρ∗ ≥ 1) and furthermore
(7.9) holds when ρ∗ < 1.

Next, one can always assume that ρ < p(n,m). Let p = 1 if ρ∗ < 1
and ρ∗ < p < p(n,m) otherwise. Let f ∈ C∞0 (Rn). By interpolating
with the L2-result, it suffices to establish the weak type estimate

(7.11) |{x ∈ Rn; |L1/2f(x)| > α}| ≤ C

αp

∫
|∇mf |p,

for all α > 0. To take care of the parabolic homogeneity, we resolve L1/2

by

L1/2f = c

∫ ∞

0

e−t2mLLf d(tm)

with c = π−1/2 which we omit from now on. Again, a rigorous argument
would be to truncate the integral away from 0 and ∞. Apply the Calde-
rón-Zygmund decomposition of Lemma 16 to f at height αp and write
f = g +

∑
i bi. By construction, ‖∇mg‖p ≤ c‖∇mf‖p. Interpolating
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with (6.2) yields
∫
|∇mg|2 ≤ cα2−p

∫
|∇mf |p. Hence∣∣∣{x ∈ Rn; |L1/2g(x)| > α

3

}∣∣∣ ≤ C

α2

∫
|L1/2g|2

≤ C

α2

∫
|∇mg|2

≤ C

αp

∫
|∇mf |p

where we used the L2-estimate for square roots. To compute L1/2bi, let
ri = 2k if 2k ≤ `i = `(Qi) < 2k+1 and set Ti =

∫ ri

0
e−t2mLLd(tm)

and Ui =
∫∞

ri
e−t2mLLd(tm). It is enough to estimate A = |{x ∈

Rn; |
∑

i Tibi(x)| > α/3}| and B = |{x ∈ Rn; |
∑

i Uibi(x)| > α/3}|.
Let us bound the first term. First,

A ≤ | ∪i 4Qi|+

∣∣∣∣∣
{
x ∈ Rn \ ∪i4Qi;

∣∣∣∣∣∑
i

Tibi(x)

∣∣∣∣∣ > α

3

}∣∣∣∣∣ ,
and by (2.4), | ∪i 4Qi| ≤ C

αp

∫
|∇mf |p. To handle the other term, we

invoke the off-diagonal estimates for higher order operators which can
be obtained as for second order operators using the same arguments
and [Da]:

Lemma 20. If (Sρ) holds then for ρ < q < r < 2n
n−2m (if n ≤ 2m, then

set 2n
n−2m = ∞) for all closed sets E and F , all h ∈ Lq(Rn) with support

in E and all t > 0, we have

(7.12) ‖e−t2mLt2mLh‖Lr(F ) ≤
C

tγ
G

(
cd(E,F )

t

)
‖h‖q

with γ = n
q − n

r and d(E,F ) the distance between E and F , where
the constants C, c depend uniquely on n, λ, Λ, Cρ, q, r, and G(u) =
exp(−u

2m
2m−1 ).

Let q = inf(2, p∗) where p∗ = np
n−mp is the Sobolev exponent for the

embedding Ẇm,p(Rn) ⊂ Lp∗(Rn). Observe that ρ < q ≤ 2 by our choice
of p. Now,∣∣∣∣∣

{
x ∈ Rn \ ∪i4Qi;

∣∣∣∣∣∑
i

Tibi(x)

∣∣∣∣∣ > α

3

}∣∣∣∣∣ ≤ C

αq

∫ ∣∣∣∣∣∑
i

hi

∣∣∣∣∣
q
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with hi = 1(4Qi)c |Tibi|. Let u ∈ Lq′(Rn) with ‖u‖q′ = 1, then∫
|u|
∑

i

hi =
∑

i

∞∑
j=2

Aij

where

Aij =
∫

Fij

|Tibi||u|,

Fij = 2j+1Qi \ 2jQi.

Choose a number r with q < r < 2n
n−2m , then by Minkowski integral

inequality and Lemma 20 with q and r, F = Fij , E = Qi and h = bi

‖Tibi‖Lr(Fij) ≤
∫ ri

0

‖e−t2mLLbi‖Lr(Fij) d(t
m)

≤
∫ ri

0

C

tγ+2m
G

(
c2jri
t

)
d(tm)‖bi‖q

≤ CG(c2j)rγ+m
i ‖bi‖q,

where we used ri ∼ `i. By Poincaré-Sobolev inequality and (6.3),

‖bi‖q ≤ c`
m−( n

p−
n
q )

i ‖∇mbi‖p ≤ cα`
m+ n

q

i ,

hence
‖Tibi‖Lr(Fij) ≤ CαG(c2j)`

n
r
i ,

for some appropriate constants C, c. Now remark that for any y ∈ Qi

and any j ≥ 2,(∫
Fij

|u|r
′

)1/r′

≤
(∫

2j+1Qi

|u|r
′
)1/r′

≤(2n(j+1)|Qi|)1/r′
(
M(|u|r

′
)(y)

)1/r′

.

Applying Hölder inequality, one obtains

Aij ≤ Cα2nj/r′G(c2j)`ni

(
M(|u|r

′
)(y)

)1/r′

.

Averaging over Qi yields

Aij ≤ Cα2nj/r′G(c2j)
∫

Qi

(
M(|u|r

′
)(y)

)1/r′

dy.

Summing over j ≥ 2 and i, we have∫
|u|
∑

i

hi ≤ Cα

∫ ∑
i

1Qi
(y)
(
M(|u|r

′
)(y)

)1/r′

dy.
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Applying Hölder inequality with exponent q, q′ and the maximal theorem
since q′ > r′, one obtains∫

|u|
∑

i

hi ≤ Cα

∥∥∥∥∥∑
i

1Qi

∥∥∥∥∥
q

.

Hence∣∣∣∣∣
{
x ∈ Rn \ ∪i4Qi;

∣∣∣∣∣∑
i

Tibi(x)

∣∣∣∣∣ > α

3

}∣∣∣∣∣ ≤ C

∥∥∥∥∥∑
i

1Qi

∥∥∥∥∥
q

q

≤ C

αp

∫
|∇mf |p

by (6.4) and (6.5).
It remains to handling the term B. Again, one has Ui = r−m

i ψ(r2m
i L)

with ψ given by (3.6). We invoke the following lemma which can be
proved exactly as for second order operators using recent results
in [BK1].

Lemma 21. If (Sρ) holds then for ρ < q ≤ 2

(7.13)

∥∥∥∥∥∑
k∈Z

ψ(2kmL)βk

∥∥∥∥∥
q

≤ C

∥∥∥∥∥∥
(∑

k∈Z
|βk|2

)1/2
∥∥∥∥∥∥

q

,

whenever the right hand side is finite. The constant C depends on n, λ,
Λ, Cρ, q.

To apply this lemma, observe that the definitions of ri and Ui yield∑
i

Uibi =
∑
k∈Z

ψ(2kmL)βk

with

βk =
∑

i,ri=2k

bi
ri
.

Using the bounded overlap property (6.5), one has that∥∥∥∥∥∥
(∑

k∈Z
|βk|2

)1/2
∥∥∥∥∥∥

q

q

≤ C

∫ ∑
i

|bi|q

rq
i

.

By Lemma 17, together with `i ∼ ri,∫ ∑
i

|bi|q

rq
i

≤ Cαq
∑

i

|Qi|.
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Hence, by (6.4)∣∣∣∣∣
{
x ∈ Rn;

∣∣∣∣∣∑
i

Uibi(x)

∣∣∣∣∣ > α

3

}∣∣∣∣∣ ≤ C
∑

i

|Qi| ≤
C

αp

∫
|∇mf |p.

8. Concluding remarks

For higher order operators, (7.3) is often replaced by

(8.1) Re
∑

|α|=|β|=m

∫
Rn

aαβ(x)∂βf(x)∂αf̄(x) dx ≥ λ‖∇mf‖22 − κ‖f‖22

for some λ > 0 and κ ≥ 0 independent of f, g ∈ Hm(Rn) = Wm,2(Rn).
Now L+ κ is constructed as before as a maximal-accretive operator. It
has a square root. By [AHMcT], if κ′ > κ,

(8.2) ‖(L+ κ′)1/2f‖2 ∼ ‖∇mf‖2 + ‖f‖2.

The methods in [BK1] for the functional calculus, in [BK2] or [HM]
for the Riesz transforms and in here can be adapted to this situation.
The Calderón-Zygmund decomposition is performed under the condition
that f ∈ Wm,p(Rn). To go back to an homogeneous situation, we set
Df = (f,∇mf) and argue with respect to the maximal function of |Df |p.
We leave to the reader the care of stating the corresponding results, the
condition (Sρ) being used only for small times t < 1.

Finally, all these methods can be applied to elliptic systems where
ellipticity is in the sense of the validity of the G̊arding inequality. And
the results are similar.
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M. Ouhabaz, Absence de la L∞-contractivité pour les semi-
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