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ON SOME MEAN OSCILLATION INEQUALITIES FOR

MARTINGALES

Masato Kikuchi

Abstract
Let (X, ‖ · ‖

X
) be a Banach function space over a nonatomic prob-

ability space (Ω, Σ, P). If f = (fn)n∈Z+
is a martingale with

respect to a filtration F = (Fn)n∈Z+
, then we define

θFf = sup
0≤n≤m<∞

E
ˆ

|fm − fn−1|
˛

˛Fn

˜

,

where f−1 ≡ 0. In this paper, we give a necessary and sufficient
condition for the existence of constants c and C such that for any
martingale f = (fn)n∈Z+

,

c lim
n→∞

‖fn‖X ≤ ‖θFf ‖
X

≤ C lim
n→∞

‖fn‖
X

.

1. Introduction

Let (Ω,Σ,P) be a nonatomic probability space and let f = (fn)n∈Z+

be a martingale with respect to a filtration F = (Fn)n∈Z+
(where by

a filtration, we mean a nondecreasing sequence of sub-σ-algebras of Σ).
We set f−1 ≡ 0 and define

θFf = sup
0≤n≤m<∞

E
[
|fm − fn−1|

∣∣Fn

]
.

Let (X, ‖ · ‖X) be a Banach function space over Ω (see Definition 1 be-
low). In this paper, we consider the inequalities of the form

(1) c lim
n→∞

‖fn‖X ≤ ‖θFf ‖X ≤ C lim
n→∞

‖fn‖X .

If X = Lp for some 1 < p < ∞, then (1) holds for any martin-
gale f = (fn). Indeed, by using Theorem 7 of [7] and the estimate
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θFf ≤ 2 sup0≤n≤m<∞ E
[
|fm|

∣∣Fn

]
, we have that

cp
∥∥sup

n
|fn|

∥∥
p
≤ ‖θFf ‖p ≤ 2

∥∥∥ sup
0≤n≤m<∞

E
[
|fm|

∣∣Fn

]∥∥∥
p
,

which, together with the Doob inequality, implies that

cp lim
n→∞

‖fn‖p = cp sup
n

‖fn‖p ≤ ‖θFf ‖p

≤
2p

p− 1
sup

n
‖fn‖p =

2p

p− 1
lim

n→∞
‖fn‖p .

We can derive a similar result for Orlicz function spaces: if Φ is an
N -function satisfying the ∆2- and ∇2-conditions and if X = LΦ, then (1)
holds for any martingale f = (fn).

The purpose of this paper is to show that (1) holds for any martin-
gale f = (fn) if and only if X can be renormed so that it is rearrange-
ment-invariant and 0 < αX ≤ βX < 1, where αX and βX denote the
lower and upper Boyd indices of X , respectively. An analogous problem
has been studied in [4]. Combining our Main Theorem with the result
of [4] shows that (1) holds for any martingale f = (fn) if and only if
there exist constants k and K such that for any uniformly integrable
martingale f = (fn),

k ‖f∞‖X ≤ ‖Sf ‖X ≤ K ‖f∞‖X ,

where Sf denotes the square function of f , and f∞ denotes the almost
sure limit of f .

2. Preliminaries

Let (Ω,Σ,P) be a fixed probability space. In this paper, we will deal
with martingales on Ω with respect to various filtrations on (Ω,Σ,P)
(and with respect to P).

Assumption. We assume that the probability space (Ω,Σ,P) is non-
atomic, that is, that (Ω,Σ,P) contains no atom.

This assumption is essential and will be used implicitly throughout
the paper. In addition to Ω, we have to deal with the canonical proba-
bility space (I,M, µ), where I denotes the interval (0, 1], M denotes the
σ-algebra of Lebesgue measurable subsets of I, and µ denotes Lebesgue
measure. We distinguish these two probability spaces. Although the
reader may assume that (Ω,Σ,P) is the canonical probability space, our
argument will not become so simple by doing so.

Let X and Y be normed linear spaces of random variables. We write
X →֒ Y to mean that X is continuously embedded in Y , that is, that
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X ⊂ Y and the inclusion map is continuous. If X →֒ Y →֒ X , then we
write X ≈ Y . Thus X ≈ Y if and only if X = Y (as a set) and the
norms of these spaces are equivalent.

Definition 1. A Banach function space is a real Banach space of (equiv-
alence classes of) random variables satisfying the following conditions:

(B1) L∞ →֒ X →֒ L1;

(B2) if |x| ≤ |y| a.s. and y ∈ X , then x ∈ X and ‖x‖X ≤ ‖y‖X ;

(B3) if 0 ≤ xn ↑ x a.s., xn ∈ X for all n, and supn ‖xn‖X < ∞, then
x ∈ X and ‖x‖X = supn ‖xn‖X .

For convenience, we adopt the convention that if x 6∈ X , then ‖x‖X = ∞.
Thus ‖x‖X <∞ if and only if x ∈ X .

Given random variables x and y, we write x ≃ d y to mean that x
and y have the same distribution.

Definition 2. A Banach function space (X, ‖ · ‖X) is said to be rear-
rangement-invariant (r.i.) provided that

(RI) if x ≃ d y and y ∈ X , then x ∈ X and ‖x‖X = ‖y‖X .

In this paper, a rearrangement-invariant Banach function space is called
a rearrangement-invariant space or an r.i. space.

For example, Lebesgue, Orlicz, and Lorentz spaces are r.i. spaces.
On the other hand, the weighted Lebesgue space Lp,w, with a suitable
weight w, is a Banach function space that is not r.i. in general (see the
remark following the Main Theorem).

Definition 3. Let (X, ‖ · ‖X) be a Banach function space over Ω. The
associate space of X is the Banach function space (X ′, ‖ · ‖X′) consisting
of those random variables y for which

‖y‖X′ := sup
{
E[xy]

∣∣ x ∈ X, ‖x‖X ≤ 1
}
<∞.

The associate space of a Banach function space over I = (0, 1] is defined
in the same way.

For example, the associate space of L1 is L∞, and the associate space
of L∞ is L1. For any Banach function space X , we have (X ′)′ = X ;
however, the associate space X ′ is not the dual space of X in general.
See [2, Chapter 1] for more details.

By definition, we have that for any x ∈ X and y ∈ X ′,

E
[
|xy|

]
≤ ‖x‖X ‖y‖X′ ,

which we call Hölder’s inequality.
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It is known that a Banach function space (X, ‖ · ‖X) is r.i. if and only
if so is the associate space of X (see [2, p. 60]).

Suppose that (X, ‖ · ‖X) is an r.i. space over Ω. If A ∈ Σ and 1A

denotes the indicator function of A, then the norm of 1A in X depends
only on the probability of A. Thus we may define a function ϕX on I
by setting

ϕX(t) = ‖1A‖X , where A ∈ Σ and P(A) = t.

We call ϕX the fundamental function of X . It is clear that if 1 ≤ p ≤ ∞,

then ϕLp
(t) = t1/p (t ∈ I). Hence if we denote by p′ the conjugate

exponent of p, then ϕLp
(t)ϕLp′

(t) = t for all t ∈ I. The same is true for

any r.i. space X and its associate space X ′ (see [2, p. 66]); that is,

(2) ϕX(t)ϕX′(t) = t for all t ∈ I.

Now let x be a random variable on Ω. The nonincreasing rearrange-
ment of x, denoted by x∗, is a (unique) nonincreasing right-continuous
function on I such that

P(|x| > λ) = µ(x∗ > λ) (λ > 0).

Note that x∗ is represented as

x∗(t) = inf
{
λ > 0

∣∣ P(|x| > λ) ≤ t
}

(t ∈ I),

with the convention that inf ∅ = ∞. If φ is a measurable function on I,
then the nonincreasing rearrangement φ∗ is defined by regarding φ as a
random variable on the canonical probability space.

If φ and ψ are integrable functions on I, we write φ ≺ ψ to mean that
∫ t

0

φ∗(s) ds ≤

∫ t

0

ψ∗(s) ds for all t ∈ I.

Furthermore if x and y are integrable random variables on Ω and if
x∗ ≺ y∗, then we write x ≺ y. It is obvious that x ≃ d y if and only if
x ≺ y ≺ x.

In the literature of this subject, a Banach function space (X, ‖ · ‖X)
is said to be universally rearrangement-invariant (u.r.i.) provided that

(URI) if x ≺ y and if y ∈ X , then x ∈ X and ‖x‖X ≤ ‖y‖X .

In our setting, however, there is no need to distinguish between
r.i. spaces and u.r.i. spaces; a Banach function space is r.i. if and only
if it is u.r.i., provided that the underlying probability space is nonatomic
(see [2, Exercise 16, p. 90]).

Now let X be an r.i. space over Ω. Then there exists a unique r.i.

space X̂ over I, equipped with the norm ‖ · ‖ bX , such that:
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• x ∈ X if and only if x∗ ∈ X̂;

• ‖x‖X = ‖x∗‖ bX for all x ∈ X .

In fact X̂ consists of those functions ϕ for which

‖ϕ‖ bX := sup

{∫ 1

0

ϕ∗(s) y∗(s) ds

∣∣∣∣ y ∈ X ′, ‖y‖X′ ≤ 1

}
<∞.

We call (X̂, ‖ · ‖ bX) the Luxemburg representation of (X, ‖ · ‖X).
For instance, the Luxemburg representation of Lp(Ω) is Lp(I). See [2,
pp. 62–64] for details.

In order to describe our results, we have to recall the notion of Boyd
indices. Given any positive number s and any measurable function φ
on I, we define

(Dsφ)(t) =

{
φ(st) if st ∈ I,

0 if st /∈ I,
(t ∈ I).

If Z is an r.i. space over I, then each Ds (restricted to Z) is a bounded
linear operator from Z into itself and ‖Ds‖B(Z) ≤ (1/s) ∨ 1, where

‖Ds‖B(Z) stands for the operator norm of Ds : Z → Z. The lower and

upper Boyd indices of Z are defined by

αZ = sup
0<s<1

log ‖Ds−1 ‖B(Z)

log s
= lim

s ↓ 0

log ‖Ds−1 ‖B(Z)

log s

and

βZ = inf
1<s<∞

log ‖Ds−1 ‖B(Z)

log s
= lim

s ↑∞

log ‖Ds−1 ‖B(Z)

log s
,

respectively. If X is an r.i. space over Ω, then the Boyd indices of X

are defined by αX = α bX and βX = β bX , where X̂ is the Luxemburg
representation of X .

For instance, αLp
=βLp

=1/p (1≤p ≤∞). Note that 0≤αX ≤βX ≤ 1

for any r.i. space X . See [2, p. 149] for details.
Now, let Z1 and Z2 be r.i. spaces over I, and let T be a linear operator

on L1(I). We write T ∈ B(Z1, Z2) to mean that the restriction of T to Z1

is a bounded operator from Z1 into Z2. If Z1 = Z2 = Z, then we also
write T ∈ B(Z) for T ∈ B(Z,Z).

As shown in [4] and [5], there are deep connections between some
martingale inequalities and the boundedness of some linear operators
on L1(I). We will establish another connection between the inequalities
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of the form (1) and the boundedness of the operators P and Q defined
for φ ∈ L1(I) by

(Pφ)(t) =
1

t

∫ t

0

φ(s) ds (t ∈ I);

(Qφ)(t) =

∫ 1

t

φ(s)

s
ds (t ∈ I).

Note that Q is the (formal) adjoint of P . It is well known that P ∈
B(Z) (resp. Q ∈ B(Z)) if and only if βZ < 1 (resp. αZ > 0). For a
proof, (see [2, p. 150]) (cf. [8]).

Now let (X, ‖ · ‖X) be an r.i. space over Ω. For each random vari-
able x, we let

‖x‖H(X) = ‖Px∗‖ bX and ‖x‖K(X) = ‖Qx∗‖ bX .

Define H(X) (resp. K(X)) to be the set of all random variables x for
which ‖x‖H(X) (resp. ‖x‖K(X)) is finite. Then H(X) is an r.i. space

equipped with the norm ‖ · ‖H(X). Moreover, K(X) is an r.i. spaces if

the function t 7→ − log t is in X̂; otherwise K(X) consists of the zero
function only. Therefore we will assume that the function t 7→ − log t is

in X̂ whenever we consider the space K(X). See [5] for details.

3. Results

Let f = (fn)n∈Z+
be a martingale with respect to a filtration F =

(Fn)n∈Z+
. If f is uniformly integrable, then fn = E[f∞ | Fn] a.s. for

each n ∈ Z+, and moreover

θFf = sup
n∈Z+

E
[
|f∞ − fn−1|

∣∣Fn

]
a.s.

Here and in what follows f∞ denotes the almost sure limit of f .

Main Theorem. Let (X, ‖ · ‖X) be a Banach function space over Ω.
Then the following are equivalent:

(i) there are positive constants c and C such that if f = (fn)n∈Z+
is a

martingale with respect to a filtration F = (Fn)n∈Z+
, then

c lim
n→∞

‖fn‖X ≤ ‖θFf ‖X ≤ C lim
n→∞

‖fn‖X ;

(ii) there are positive constants c and C such that if f = (fn)n∈Z+
is a

martingale with respect to a filtration F = (Fn)n∈Z+
, then

(3) c lim
n→∞

‖fn‖X ≤ ‖θFf ‖X ≤ C lim
n→∞

‖fn‖X ;
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(iii) there are positive constants c and C such that if f = (fn)n∈Z+
is

a uniformly integrable martingale with respect to a filtration F =
(Fn)n∈Z+

, then

(4) c ‖f∞‖X ≤ ‖θFf ‖X ≤ C ‖f∞‖X ;

(iv) there exists a norm ||| · |||X on X which is equivalent to ‖ · ‖X and
with respect to which X is a rearrangement-invariant space such
that 0 < αX ≤ βX < 1.

Remarks. (a) Recall from [5, Remark 4.3] that if f = (fn) is a martin-
gale, then fn ≺ fn+1 for all n ∈ Z+. Hence if (iv) of the Main Theorem
holds, then

|||fn|||X ≤ |||fn+1|||X (n ∈ Z+).

Thus if the equivalent conditions of the Main Theorem hold, then

c sup
n∈Z+

|||fn|||X ≤ |||θFf |||X ≤ C sup
n∈Z+

|||fn|||X

for any martingale f = (fn).

(b) Let 1 < p < ∞ and let w be a strictly positive random variable.
The weighted Lebesgue space Lp,w consists of those random variables x

for which xpw is integrable with respect to P. If w−1/(p−1) ∈ L1, then
L∞ →֒ Lp,w →֒ L1 and Lp,w is a Banach function space (with respect
to P). In the case where X = Lp,w, the equivalent conditions of the
Main Theorem hold if and only if there are strictly positive constants a
and b such that a ≤ w ≤ b a.s. There is a similar result for weighted
Orlicz spaces (see [4, Section 4]).

As shown in the final section, the Main Theorem is a consequence of
Propositions 1, 2, and 3 below.

Proposition 1. Let (X, ‖ · ‖X) be a Banach function space over Ω. Sup-
pose that there is a positive constant C such that for any x ∈ X and for
any sub-σ-algebra G of Σ,

(5)
∥∥E[x

∣∣G]
∥∥

X
≤ C ‖x‖X .

Then there exists a norm ||| · |||X on X which is equivalent to ‖ · ‖X and
with respect to which X is a rearrangement-invariant space.

If the second inequality of (3) holds for any martingale f = (fn)n∈Z+
,

then (5) holds for any x ∈ X and any sub-σ-algebra G of Σ.

Given a martingale f = (fn)n∈Z+
, we denote by Mf the maximal

function of f ; Mf = supn∈Z+
|fn|.
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Proposition 2. Let (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) be rearrangement-invar-
iant spaces over Ω. Then the following are equivalent:

(i) P ∈ B(Ŷ , X̂);
(ii) there is a positive constant C such that if f = (fn)n∈Z+

is a mar-
tingale with respect to a filtration F = (Fn)n∈Z+

, then

(6) ‖θFf ‖X ≤ C sup
n∈Z+

‖fn‖Y ;

(iii) there is a constant C such that if f = (fn)n∈Z+
is a martingale,

then

(7) ‖Mf ‖X ≤ C sup
n∈Z+

‖fn‖Y .

Moreover, if these equivalent conditions hold, then Y →֒ H(X).

Corollary 1. Let (X, ‖ · ‖X) be a rearrangement-invariant space over Ω.
Then, for any martingale f = (fn)n∈Z+

with respect to a filtration F =
(Fn)n∈Z+

,

‖θFf ‖X ≤ 2 sup
n∈Z+

‖fn‖H(X) and ‖Mf ‖X ≤ sup
n∈Z+

‖fn‖H(X) .

From Proposition 2 and Corollary 1, it follows that H(X) is maximal
among all r.i. spaces Y which satisfies the inequality of the form (6).

Recall that the Zygmund space L(logL) is an r.i. space equipped with
the norm defined by

‖x‖L(log L) :=

∫ 1

0

(1 − log s)x∗(s) ds,

and recall also that x ∈ L(logL) if and only if |x| log
(
1 + |x|

)
∈ L1.

If X = L1, then H(X) coincides with L(logL) (see [5, Section 5]) and
hence

‖θFf ‖1 ≤ 2 sup
n∈Z+

‖fn‖L(log L)

for any martingale f = (fn) with respect to F = (Fn).
From Proposition 2, we can derive an extension of the results of

Antipa [1].

Corollary 2 (cf. [1]). Let (X, ‖ · ‖X) be a Banach function space over Ω.
The following are equivalent:

(i) there is a positive constant C such that if f = (fn)n∈Z+
is a mar-

tingale with respect to a filtration F = (Fn)n∈Z+
, then

(8) ‖Mf ‖X ≤ C lim
n→∞

‖fn‖X ;
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(ii) there exists a norm ||| · |||X on X which is equivalent to ‖ · ‖X and
with respect to which X is a rearrangement-invariant space such
that βX < 1.

Suppose that these equivalent conditions hold. Then for any martingale
f = (fn)n∈Z+

,

(9) ‖Mf ‖X ≤ C sup
n∈Z+

‖fn‖X .

Proposition 3. Let (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) be as in Proposition 2.

(i) Assume that Q ∈ B(Ŷ , X̂). Then there is a positive constant C
such that if f = (fn)n∈Z+

is a martingale with respect to a filtration
F = (Fn)n∈Z+

, then

(10) sup
n∈Z+

‖fn‖X ≤ ‖Mf ‖X ≤ C ‖θFf ‖Y .

(ii) Assume that the following two conditions are satisfied:
(a) there is a positive constant C such that if f = (fn)n∈Z+

is a
martingale with respect to a filtration F = (Fn)n∈Z+

, then

(11) sup
n∈Z+

‖fn‖X ≤ C ‖θFf ‖Y ;

(b) βY < 1, or equivalently P ∈ B(Ŷ ).

Then Q ∈ B(Ŷ , X̂) and Y →֒ K(X).

Thus (11) holds for any martingale f = (fn)n∈Z+
if and only if Q ∈

B(Ŷ , X̂), provided that βY < 1.

Corollary 3. Let (X, ‖ · ‖X) be a rearrangement-invariant space over Ω.
Then, for any martingale f = (fn)n∈Z+

with respect to a filtration F =
(Fn)n∈Z+

,

(12) ‖Mf ‖X ≤ 16 ‖θFf ‖K(X) .

Given a ∈ (0,∞), we denote by Lexp:a the r.i. space consisting of those
random variables x for which

‖x‖exp:a := sup
t∈I

1

t(1 − log t)1/a

∫ t

0

x∗(s) ds <∞.

Then x ∈ Lexp:a if and only if exp
(
λ|x|a

)
∈ L1 for some λ > 0. It is not

difficult to verify that K(Lexp:1) ≈ L∞ and that K(Lexp:a) ≈ Lexp: a
1−a

for a ∈ (0, 1) (see [5, Section 5]). Hence it follows from (12) that

‖Mf ‖exp:a ≤ Ca ‖θFf ‖exp: a
1−a

(0 < a < 1);

‖Mf ‖exp:1 ≤ C1 ‖θFf ‖∞ .
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4. Proof of Proposition 1

In order to prove Proposition 1, we need the following lemmas.

Lemma 1. Let (X, ‖ · ‖X) be a Banach function space over Ω, and let
S+ be the collection of all nonnegative simple random variables on Ω.
The following are equivalent:

(i) there is a constant c > 0 such that if x, y ∈ S+, x ≃ d y, and
x ∧ y = 0 a.s., then ‖y‖X ≤ c ‖x‖X ;

(ii) there is a constant c > 0 such that if x, y ∈ X, x ≃ d y, and
|x| ∧ |y| = 0 a.s., then ‖y‖X ≤ c ‖x‖X ;

(iii) there is a constant c > 0 such that if x, y ∈ X and x ≃ d y, then
‖y‖X ≤ c ‖x‖X ;

(iv) there exists a norm ||| · |||X on X which is equivalent to ‖ · ‖X and
with respect to which X is an r.i. space.

Proof: A complete proof can be found in [6]: for convenience, we sketch
the proof.

(iii) ⇒ (i). Obvious.

(i) ⇒ (ii). Suppose that x and y are random variables in X such that
x ≃ d y and |x| ∧ |y| = 0 a.s. Then there exist sequences {xn} and {yn}
in S+ such that xn ≃ d yn for all n, and such that xn ↑ |x| and yn ↑ |y|.
If (i) holds, then ‖yn‖X ≤ c ‖xn‖X for all n. This together with (B3)
implies that ‖y‖X ≤ c ‖x‖X .

(ii) ⇒ (iii). Suppose that (ii) holds. We want to show that

sup
{
‖y‖X

∣∣x, y ∈ X, x ≃ d y, ‖x‖X ≤ 1
}
<∞.

Assume to the contrary that this supremum is infinite. Let d be a con-
stant such that ‖z‖1 ≤ d ‖z‖X for all z ∈ X , let m = (2c2) ∨ (3d), and
let α = ‖1‖X , where 1 denotes the constant function (on Ω) taking the
value one. By assumption, we can find random variables x and y in X
such that

x ≃ d y, ‖x‖X ≤ 1, and (α+ 1)m ≤ ‖y‖X .

Let x1 = |x|1{|x|>m} and y1 = |y|1{|y|>m}. Then x1 ≃ d y1 and

P(x1 6= 0) = P(y1 6= 0) ≤
1

3
.

Hence there is a random variable z such that x1 ≃ d z and {z 6= 0} ⊂
{x1 = 0, y1 = 0} (cf. [3, p. 44]). Using (ii), we have that ‖z‖X ≤
c ‖x1‖X ≤ c and that ‖y1‖X ≤ c ‖z‖X . Thus ‖y1‖X ≤ c2. On the other
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hand, since (α+1)m ≤ ‖y‖X ≤ ‖y1 +m‖X ≤ ‖y1‖X +αm, we see that

m ≤ ‖y1‖X . As a result, m ≤ c2, which contradicts the definition of m.
Thus (i), (ii), and (iii) are equivalent. Moreover it is clear that (iv)

implies (iii), and hence it only remains to show that (iii) implies (iv).
Suppose that (iii) holds. If we set

|||x|||X = sup

{∫ 1

0

x∗(s) z∗(s) ds

∣∣∣∣ z ∈ X ′, ‖z‖X′ ≤ 1

}

for each x ∈ X , then the functional ||| · |||X is a norm on X satisfying the
conditions described in (iv).

Proof of Proposition 1: Suppose that (5) holds for any x ∈ X and for
any sub-σ-algebra G of Σ. It suffices to show that (i) of Lemma 1 holds.
Suppose that x, y ∈ S+, x ≃ d y, and x ∧ y = 0 a.s. Then we can write

x =

ℓ∑

j=1

αj1Aj
and y =

ℓ∑

j=1

αj1Bj
,

where αj > 0, j ∈ {1, 2, . . . , ℓ}, and where {Aj}ℓ
j=1 and {Bj}ℓ

j=1 are
pairwise disjoint sequences of sets in Σ such that

( ℓ⋃

j=1

Aj

)
∩

( ℓ⋃

j=1

Bj

)
= ∅

and

P(Aj) = P(Bj) > 0, j ∈ {1, 2, . . . , ℓ}.

Let Λj = Aj ∪Bj for each j ∈ {1, 2, . . . , ℓ}, let Γ =
⋃ℓ

j=1 Λj , and let

G = σ
(
{Λ1,Λ2, . . . ,Λℓ} ∪ {Λ \ Γ |Λ ∈ Σ}

)
.

Then

E[x | G] =

ℓ∑

j=1

1Λj

P(Λj)

∫

Λj

xdP =
1

2
(x+ y) ≥

y

2
.

Hence by (5) we have that

‖y‖X ≤ 2
∥∥E[x | G]

∥∥
X

≤ 2C ‖x‖X ,

as was to be shown.
To prove the last statement, let x ∈ X and let G be a sub-σ-algebra

of Σ. Consider the martingale f = (fn) given by

fn = E[x | Fn] a.s., where Fn =

{
G if n = 0,

Σ if n ≥ 1,
(n ∈ Z+).
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Since
∣∣E[x | G]

∣∣ ≤ E
[
|x|

∣∣G
]
≤ θFf a.s., we may apply the second in-

equality of (3) to obtain (5).

5. Proof of Proposition 2

We begin with some preliminary lemmas.

Lemma 2. Let (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) be as in Proposition 2. If (6)
holds for any martingale f = (fn) with respect to F = (Fn), then Y →֒

X, or equivalently Ŷ →֒ X̂. The same conclusion holds if (11) holds for
any martingale f = (fn) with respect to F = (Fn).

Proof: Let F = (Fn)n∈Z+
be the filtration defined by

Fn =

{
{∅,Ω} if n = 0,

Σ if n ≥ 1.

Given x ∈ Y , define a martingale f = (fn) by fn = E[x | Fn] a.s.
for each n ∈ Z+ Then, since f0 ≺ fn = x for all n ≥ 1, we have
supn ‖fn‖X = ‖x‖X and supn ‖fn‖Y = ‖x‖Y . Moreover,

|x| ≤
∣∣x− E[x]

∣∣ + ‖x‖1 ≤ θFf + ‖x‖1 ≤ θFf + d ‖x‖Y a.s.,(13)

and

θFf =
∣∣x− E[x]

∣∣ ∨ E[|x|
]
≤ |x| + ‖x‖1 ≤ |x| + d ‖x‖Y a.s.,(14)

where d is a positive constant which is independent of x. If f = (fn)
satisfies (6), then by (13)

‖x‖X ≤ ‖θFf ‖X + d ‖x‖Y ‖1‖X

≤ C sup
n

‖fn‖Y + d ‖x‖Y ‖1‖X = (C + d ‖1‖X) ‖x‖Y .

Furthermore, if f = (fn) satisfies (11), then by (14)

‖x‖X = sup
n

‖fn‖X ≤ C ‖θFf ‖Y ≤ C(1 + d ‖1‖Y ) ‖x‖Y .

In any case, we conclude that Y →֒ X .

In order to prove that Ŷ →֒ X̂, let φ ∈ Ŷ . Then there is an x ∈ Y
such that x∗ = φ∗ (see [3, p. 44]). Since Y →֒ X ,

‖φ‖ bX = ‖x‖X ≤ c ‖x‖Y = c ‖φ‖bY .

Thus Ŷ →֒ X̂, as desired.

Before stating the next lemma, we introduce the following notation.
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Notation. If Z is a Banach function space over I, then D(Z) denotes
the collection of functions in Z that are nonnegative, nonincreasing, and
right-continuous.

Lemma 3. Let (Z1, ‖ · ‖Z1
) and (Z2, ‖ · ‖Z2

) be r.i. spaces over I.

(i) If there is a positive constant c such that ‖Pφ‖Z2
≤ c ‖φ‖Z1

for all

φ ∈ D(Z1), then P ∈ B(Z1, Z2).
(ii) If there is a positive constant c such that ‖Qφ‖Z2

≤ c ‖φ‖Z1
for all

φ ∈ D(Z1), then Q ∈ B(Z1, Z2).

Proof: (i) Suppose that ‖Pφ‖Z2
≤ c ‖φ‖Z1

for all φ ∈ D(Z1). We know

that |Pψ| ≤ Pψ∗ on I for any ψ ∈ L1(I) (see [2, Lemma 2.1, p. 44]).
Therefore, if ψ ∈ Z1, then ψ∗ ∈ D(Z1) and

‖Pψ‖Z2
≤ ‖Pψ∗‖Z2

≤ c ‖ψ∗‖Z1
= c ‖ψ‖Z1

.

Thus P ∈ B(Z1, Z2).

(ii) Suppose that ‖Qφ‖Z2
≤ c ‖φ‖Z1

for all φ ∈ D(Z1). We now use

the fact that |Qψ| ≤ Q|ψ| ≺ Qψ∗ for any ψ ∈ L1(I) (see the proof of
Lemma 3 of [4]). Therefore if ψ ∈ Z1, then

‖Qψ‖Z2
≤ ‖Qψ∗‖Z2

≤ c ‖ψ∗‖Z1
= c ‖ψ‖Z1

.

Thus Q ∈ B(Z1, Z2).

In what follows ξ stands for a random variable such that

(15) ξ∗(t) = 1 − t for all t ∈ I.

Such a random variable surely exists, since Ω is nonatomic (see [3, p. 44]).
It is easy to prove the following lemma.

Lemma 4. Let φ ∈ L1(I) and let x = φ(1 − ξ), where ξ is a random
variable satisfying (15). Define a family of sets

{
A(t) ∈ Σ

∣∣ t ∈ [0, 1]
}

by
setting

A(t) =
{
ω ∈ Ω

∣∣ ξ(ω) > 1 − t
}

for each t ∈ [0, 1].

Then:

(i) x∗(t) = φ∗(t) for all t ∈ I;
(ii) A(s) ⊂ A(t) whenever 0 ≤ s ≤ t ≤ 1;
(iii) P

(
A(t)

)
= t for all t ∈ [0, 1];

(iv)
∫

A(t) xdP =
∫ t

0 φ(s) ds for all t ∈ [0, 1].
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Proof of Proposition 2: We prove the following chain of implications:
(iii) ⇒ (ii) ⇒ (i) ⇒ (iii).

Assume that (iii) holds, and that f = (fn)n∈Z+
is a martingale with

respect to F = (Fn)n∈Z+
. For fixed k ∈ Z+, we define a martingale

g = (gn) by gn = E
[
|fk|

∣∣Fn

]
a.s. for each n ∈ Z+. If we denote by f (k)

the stopped martingale (fn∧k)n∈Z+
, then

(16) θFf
(k) = sup

0≤n≤k
E
[
|fk − fn−1|

∣∣Fn] ≤ 2Mg a.s.

Because the maximal inequality (7) applies to g = (gn), we see that
∥∥θFf (k)

∥∥
X

≤ 2 ‖Mg‖X ≤ 2C sup
n∈Z+

‖gn‖Y = 2C ‖fk‖Y .

Since θFf
(k) ↑ θFf as k ↑ ∞, we conclude that f = (fn) satisfies (6)

with C replaced by 2C. Thus (iii) implies (ii).
Assume now that (ii) holds. To prove (i), it suffices by Lemma 3 to

prove that ‖Pφ‖ bX ≤ k ‖φ‖bY for all φ ∈ D(Ŷ ) with a constant k > 0
independent of φ.

Suppose that 0 6≡ φ ∈ D(Ŷ ). For convenience, we set (Pφ)(0) =
limt↓0(Pφ)(t); thus (Pφ)(0) = ‖φ‖∞ if φ ∈ L∞, and (Pφ)(0) = ∞
otherwise. Bearing this in mind, we define a nonincreasing sequence
{tn}n∈Z+

in I by setting

t0 = 1 and tn = inf
{
s ∈ [ 0, 1 ]

∣∣ (Pφ)(s) ≤ 2(Pφ)(tn−1)
}

(n ≥ 1).

Then, for each n ≥ 1,

(17) (Pφ)(tn) ≤ 2(Pφ)(tn−1).

More precisely, equality holds in (17) whenever 2n(Pφ)(1) ≤ (Pφ)(0).
In particular, if φ 6∈ L∞, then equality holds for all n ≥ 1. In any case
tn ↓ 0 as n ↑ ∞.

Define a random variable x and a family of sets
{
A(t) ∈ Σ

∣∣ t ∈ [0, 1]
}

as in Lemma 4, and define a filtration F = (Fn)n∈Z+
by setting

Fn = σ
{
Λ \A(tn)

∣∣ Λ ∈ Σ
}

(n ∈ Z+).

We consider the martingale f = (fn) defined by fn = E[x | Fn] a.s. for
each n ∈ Z+. If tn > 0, then

fn =
1A(tn)

P
(
A(tn)

)
∫

A(tn)

xdP + x1Ω\A(tn) a.s.,

and hence by Lemma 4

(18) fn = (Pφ)(tn)1A(tn) + x 1Ω\A(tn) a.s.
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If tn =0, then (18) can be written as fn = x a.s. Since f∞ := limn fn =x,

f∞ − fn−1 =
{
x− (Pφ)(tn−1)

}
1A(tn−1) a.s. (n ≥ 1).

Hence by (17)

E
[
|f∞ − fn−1|

∣∣Fn

]
1A(tn−1)\A(tn)

=
∣∣x− (Pφ)(tn−1)

∣∣ 1A(tn−1)\A(tn)

≥ (Pφ)(tn−1) 1A(tn−1)\A(tn) − |x| 1A(tn−1)\A(tn)

≥
1

2
(Pφ)(tn) 1A(tn−1)\A(tn) − |x| 1A(tn−1)\A(tn) a.s.,

from which it follows that
∞∑

n=1

(Pφ)(tn) 1A(tn)\A(tn−1) ≤ 2
(
θFf + |x|

)
a.s.

Let us write η for the sum on the left-hand side. (Notice that if φ ∈ L∞,
then η is a finite sum.) It is easy to see that

η∗(t) =

∞∑

n=1

(Pφ)(tn)1[tn, tn−1)(t) (t ∈ I).

(Here the indicator function 1[tn, tn−1) should be replaced by 1(tn, tn−1) if
0 = tn < tn−1.) It then follows that

(Pφ)(t) ≤ η∗(t) ≤ 2
(
θFf + |x|

)∗
(t) (t ∈ I).

Therefore

‖Pφ‖ bX ≤ 2
∥∥(
θFf + |x|

)∗∥∥
bX

= 2
∥∥θFf + |x|

∥∥
X

≤ 2 ‖θFf ‖X + 2 ‖x‖X .

(19)

According to Lemma 2, there is a constant d > 0 such that ‖ · ‖X ≤
d ‖ · ‖Y . Hence by (6) and (19)

‖Pφ‖ bX ≤ 2C sup
n∈Z+

‖fn‖Y + 2d ‖x‖Y

= 2C sup
n∈Z+

‖fn‖Y + 2d ‖φ‖bY ,
(20)

where the last equality follows from the fact that x∗ = φ.
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Now let us estimate the norm of fn in Y . If tn = 0, then fn = x a.s.
and hence ‖fn‖Y = ‖x‖Y = ‖φ‖bY . So let us assume that tn > 0. Using
Hölder’s inequality and (2), we see that

(Pφ)(tn) =
1

tn

∫

A(tn)

xdP ≤
‖x‖Y ϕY ′(tn)

tn
=

‖x‖Y

ϕY (tn)
.

Therefore it follows from (18) that

‖fn‖Y ≤
‖x‖Y

ϕY (tn)
·
∥∥1A(tn)

∥∥
Y

+
∥∥x 1Ω\A(tn)

∥∥
Y
≤ 2 ‖x‖Y .

Thus

sup
n∈Z+

‖fn‖Y ≤ 2 ‖x‖Y = 2 ‖φ‖bY .

Combining this with (20), we have the estimate

‖Pφ‖ bX ≤ 2(2C + d) ‖φ‖bY ,

and thus P ∈ B(Ŷ , X̂).
We now show that (i) implies (iii). Let f = (fn)n∈Z+

be a martingale.
Then, for each k ∈ Z+

(Mkf)∗(t) ≤
(
Pf∗

k

)
(t) (t ∈ I),

where Mkf = sup0≤n≤k |fn| (see the proof of Proposition 3 of [4] or the

proof of Theorem 4.1 of [5]). Since P ∈ B(Ŷ , X̂) by assumption,

‖Mkf ‖X = ‖(Mkf)∗‖ bX ≤ ‖Pf∗
k ‖ bX

≤ C ‖f∗
k ‖bY = C ‖fk‖Y ≤ C sup

n∈Z+

‖fn‖Y ,

where C = ‖P‖B(bY , bX). By letting k → ∞ we obtain (7), as desired.

Finally, we need to prove the last statement of Proposition 2. Let

P ∈ B(Ŷ , X̂) and C = ‖P‖B(bY , bX). Then, for any x ∈ Y ,

‖x‖H(X) = ‖Px∗‖ bX ≤ C ‖x∗‖bY = C ‖x‖Y ,

which shows that Y →֒ H(X).

Proof of Corollary 1: From the proof of Proposition 2, we already know

that if P ∈ B(Ŷ , X̂), then (7) holds with C = ‖P‖B(bY , bX). We also

know that if (7) holds with a constant C, then (6) holds with C re-
placed by 2C. Therefore, to prove the corollary, it suffices to show

that P ∈ B
(
H (̂X), X̂

)
and ‖P‖

B(Hb(X), bX)
≤ 1. Here H (̂X) denotes

the Luxemburg representation of H(X). Suppose φ ∈ H (̂X). Then
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there is a random variable x such that x∗ = φ∗ (see [3, p. 44]). Since
|Pφ| ≤ Pφ∗ = Px∗ on I,

‖Pφ‖ bX ≤ ‖Px∗‖ bX = ‖x‖H(X) = ‖φ‖
Hb(X)

.

This completes the proof.

Proof of Corollary 2: (i) ⇒ (ii). Let f = (fn)n∈Z+
be a martingale with

respect to F = (Fn)n∈Z+
. For fixed k ∈ Z+, we define a martingale

g = (gn)n∈Z+
as in the proof of Proposition 2. Suppose that (i) holds.

Then,
∥∥θFf (k)

∥∥
X

≤ 2 ‖Mg‖X ≤ 2C lim
n→∞

‖gn‖X = 2C ‖fk‖X ,

where the first inequality follows from (16) and the second inequality
follows from (8) applied to g = (gn). Letting k → ∞, we see that

(21) ‖θFf ‖X ≤ 2C lim
k→∞

‖fk‖X .

Hence, by Proposition 1, there is a norm ||| · |||X on X which is equivalent
to the original norm of X and with respect to which X is an r.i. space.
Since fn ≺ fn+1 for all n ∈ Z+, inequality (21) can be rewritten as

|||θFf |||X ≤ C′ sup
n

|||fn|||X .

It then follows from Proposition 2 that P ∈ B(X̂), or equivalently that
βX < 1. Thus (i) implies (ii).

(ii) ⇒ (i). Assume that (ii) holds. Then P ∈ B(X̂), since βX < 1.
Hence Proposition 2 implies that, for any martingale f = (fn)

(22) |||Mf |||X ≤ C′ sup
n

|||fn|||X = C′ lim
n→∞

|||fn|||X

with a positive constant C′, independent of f . Since the norms ‖ · ‖X

and ||| · |||X are equivalent, (22) can be rewritten as (8). Thus (ii) im-
plies (i). Moreover, since (22) can also be rewritten as (9), the last
statement follows.

6. Proof of Proposition 3

In order to prove Proposition 3, we will use the fact that if f = (fn)
is a martingale with respect to F = (Fn), then

(23) E[Mf ] ≤ 16 E[θFf ].

A more general inequality was established by R. L. Long in [7]. For an
elementary proof of (23) (for uniformly integrable martingales), (see [5,
Appendix A]).
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Proof of Proposition 3: (i) Let f = (fn)n∈Z+
be a martingale with re-

spect to F = (Fn)n∈Z+
such that θFf ∈ Y . To prove the second in-

equality of (10), it suffices to show that

(24) (Mf)∗ ≺ 16Q(θFf)∗.

Indeed, since Q ∈ B(Ŷ , X̂) by assumption, estimate (24) implies that

‖Mf ‖X = ‖(Mf)∗‖ bX ≤ 16 ‖Q(θFf)∗‖ bX

≤ 16 ‖Q‖B(bY , bX) ‖(θFf)∗‖bY

= 16 ‖Q‖B(bY , bX) ‖θFf ‖Y .

If we can show that

(25) E[Mf −Mk−1f | Fk] ≤ 16 E[θFf | Fk] a.s. (k ∈ Z+),

then (24) will follow from Theorem 3.3 of [5] (or Lemma 4 of [4]). Notice
that (25) is the conditional form of (23). To prove (25), we can use
a standard way to derive the conditional form from a inequality for
processes. Fix k ∈ Z+ and let A ∈ Fk. We define a filtration F ′ = (F ′

n)
and a process f ′ = (f ′

n) by setting

F ′
n = Fk+n and f ′

n = (fk+n − fk−1) 1A (n ∈ Z+).

Then f ′ = (f ′
n) is a martingale with respect to F ′ = (F ′

n). Since

Mf ≤ (Mk−1f) + sup
n∈Z+

|fk+n − fk−1|,

we see that

(Mf −Mk−1f) 1A ≤ sup
n∈Z+

|fk+n − fk−1| 1A = Mf ′.

On the other hand,

θF ′f ′ = sup
k≤n≤m<∞

E
[
|fm − fn−1|

∣∣Fn

]
1A ≤ (θFf) 1A.

Applying (23) to the martingale f ′ (with respect to F ′), we conclude
that

E
[
(Mf −Mk−1f) 1A

]
≤ 16 E

[
(θFf) 1A

]
(A ∈ Fk),

which implies (25).

(ii) Suppose that (a) and (b) in (ii) hold. We want to show that

‖Qψ‖ bX ≤ K ‖ψ‖bY for all ψ ∈ Ŷ , with a positive constantK independent

of ψ. According to Lemma 3, we may assume that ψ ∈ D(Ŷ ) and ψ 6≡ 0.
Given ε > 0, we can find a sequence {tn}n∈Z+

in I such that

(26) t0 = 1 and (Qψ)(tn) = (Qψ)(tn−1) + ε (n = 1, 2, . . . ),

since limt ↓ 0(Qψ)(t) = ∞. It is clear that tn > 0 for all n and tn ↓ 0.
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Let φ = Qψ − ψ, and define x and
{
A(t)

∣∣ t ∈ I
}

as in Lemma 4.
Define a filtration F = (Fn) and a martingale f = (fn) by setting

Fn = σ
{
Λ \A(tn)

∣∣ Λ ∈ Σ
}

and fn = E[x | Fn] a.s. (n ∈ Z+).

Because Pφ = P(Qψ) − Pψ = Qψ,

fn = (Qψ)(tn)1A(tn) + x 1Ω\A(tn) a.s. (n ∈ Z+).

Hence for each n ≥ 1,

f∞ − fn−1 =
{
x− (Qψ)(tn−1)

}
1A(tn−1) a.s.,

and thus

E
[
|f∞ − fn−1|

∣∣Fn

]

=
1A(tn)

tn

∫

A(tn)

∣∣x− (Qψ)(tn−1)
∣∣ dP +

∣∣x− (Qψ)(tn−1)
∣∣ 1A(tn−1)\A(tn)

≡ E
(n)
1 + E

(n)
2 a.s.

To estimate E
(n)
1 , note that (Qψ)(1 − ξ) ≥ (Qψ)(tn) ≥ (Qψ)(tn−1) on

the set A(tn) = {1 − ξ < tn}. Then we see that

∫

A(tn)

∣∣x− (Qψ)(tn−1)
∣∣ dP

=

∫

A(tn)

∣∣(Qψ)(1 − ξ) − ψ(1 − ξ) − (Qψ)(tn−1)
∣∣ dP

≤

∫

{1−ξ<tn}

{
(Qψ)(1 − ξ) − (Qψ)(tn−1)

}
dP

+

∫

{1−ξ<tn}

ψ(1 − ξ) dP

=

∫ tn

0

(Qψ)(s) ds +

∫ tn

0

ψ(s) ds− tn(Qψ)(tn−1).
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Hence by (26)

E
(n)
1 ≤

1A(tn)

tn

{∫ tn

0

(Qψ)(s) ds +

∫ tn

0

ψ(s) ds− tn(Qψ)(tn−1)

}

=
{(

P(Qψ)
)
(tn) + (Pψ)(tn) − (Qψ)(tn−1)

}
1A(tn)

=
{
2(Pψ)(tn) + (Qψ)(tn) − (Qψ)(tn−1)

}
1A(tn)

=
{
2(Pψ)(tn) + ε

}
1A(tn).

To estimate E
(n)
2 , observe that on the set A(tn−1) \A(tn),

x− (Qψ)(tn−1) = (Qψ)(1 − ξ) − ψ(1 − ξ) − (Qψ)(tn−1) ≥ −ψ(1 − ξ)

and

x− (Qψ)(tn−1) ≤ (Qψ)(tn) − (Qψ)(tn−1) = ε.

Then we have that

E
(n)
2 =

∣∣x− (Qψ)(tn−1)
∣∣ 1A(tn−1)\A(tn)

≤
{
ψ(1 − ξ) + ε

}
1A(tn−1)\A(tn).

As a result, for each n ≥ 1,

E
[
|f∞ − fn−1|

∣∣Fn

]

≤
{
2(Pψ)(tn) + ε

}
1A(tn) +

{
ψ(1 − ξ) + ε

}
1A(tn−1)\A(tn)

≤ 2(Pψ)(tn)1A(tn) + ψ(1 − ξ)1A(tn−1)\A(tn) + ε a.s.

Moreover, if n = 0, then

E
[
|f∞ − fn−1|

∣∣Fn

]

= ‖x‖1 ≤ ‖Qψ‖1 + ‖ψ‖1 = 2 ‖ψ‖1 = 2(Pψ)(t0) a.s.

It then follows that

θFf ≤ 2 sup
n∈Z+

(Pψ)(tn)1A(tn) + ψ(1 − ξ) + ε

= 2
∞∑

k=1

(Pψ)(tk−1)1A(tk−1)\A(tk) + ψ(1 − ξ) + ε a.s.

Thus

(27) ‖θFf ‖Y ≤2

∥∥∥∥∥

∞∑

k=1

(Pψ)(tk−1)1A(tk−1)\A(tk)

∥∥∥∥∥
Y

+‖ψ(1 − ξ)‖Y+ε ‖1‖bY .
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Since
(
ψ(1 − ξ)

)∗
(t) = ψ(t) and since

( ∞∑

k=1

(Pψ)(tk−1)1A(tk−1)\A(tk)

)∗

(t)

=
∞∑

k=1

(Pψ)(tk−1)1[tk,tk−1)(t) ≤ (Pψ)(t) (t ∈ I),

we see from (27) that

(28) ‖θFf ‖Y ≤ 2 ‖Pψ‖bY + ‖ψ‖bY + ε ‖1‖bY .

On the other hand,

(29) ‖Qψ‖ bX − ‖ψ‖ bX ≤
∥∥(Qψ) − ψ

∥∥
bX

= ‖φ‖ bX = ‖x‖X ≤ sup
n

‖fn‖X ,

where the last inequality follows from (B3) and the fact that x is the
almost sure limit of f = (fn). Combining (11), (28) and (29), we have
that

‖Qψ‖ bX ≤ C
(
2 ‖Pψ‖bY + ‖ψ‖bY + ε ‖1‖bY

)
+ ‖ψ‖ bX .

Since Ŷ →֒ X̂ by Lemma 2, the norm ‖ψ‖ bX on the right-hand side may
be replaced by a constant multiple of ‖ψ‖bY . It follows that

‖Qψ‖ bX ≤ k
(
‖ψ‖bY + ‖Pψ‖bY + ε

)

with a positive constant k, independent of ψ. Letting ε ↓ 0, we have the
estimate

‖Qψ‖ bX ≤ k
(
‖ψ‖bY + ‖Pψ‖bY

)
.

Since P ∈ B(Ŷ ), we conclude that ‖Qψ‖ bX ≤ K ‖ψ‖bY , as desired.
To complete the proof, it only remains to show that Y →֒ K(X).

Suppose x ∈ Y . Then

‖x‖K(X) = ‖Qx∗‖ bX ≤ ‖Q‖B(bY , bX) ‖x
∗‖bY = ‖Q‖B(bY , bX) ‖x‖Y .

Thus Y →֒ K(X), as desired.

Proof of Corollary 3: From (24) we see that

‖Mf ‖X = ‖(Mf)∗‖ bX ≤ 16 ‖Q(θFf)∗‖ bX = 16 ‖θFf ‖K(X) ,

as desired.
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7. Proof of the Main Theorem

This final section is devoted to the proof of our Main Theorem.

Proof of the Main Theorem: (i) ⇒ (ii). Obvious.

(ii) ⇒ (iv). Suppose that (ii) holds. Then, by Proposition 1, there
exists a norm ||| · |||X on X which is equivalent to ‖ · ‖X and with respect
to which X is r.i. To show that 0 < αX ≤ βX < 1, it suffices to show

that P ,Q ∈ B(X̂). Since |||fn|||X ≤ |||fn+1|||X for each n ∈ Z+, (3) can
be rewritten as

(30) c sup
n∈Z+

|||fn|||X ≤ |||θFf |||X ≤ C sup
n∈Z+

|||fn|||X .

From Proposition 2 and (30), it follows that P∈B(X̂), and hence βX <1,

where X̂ is the Luxemburg representation of the r.i. space (X, ||| · |||X). It

also follows from Proposition 3 that Q ∈ B(X̂). Thus 0 < αX ≤ βX < 1,
as desired.

(iv) ⇒ (iii). Suppose that (iv) holds. Then P ,Q ∈ B(X̂). Hence we
obtain (30) by using Propositions 2 and 3. If f = (fn) is a uniformly
integrable martingale, then supn |||fn|||X ≤ |||f∞|||X since fn ≺ f∞ for
all n ∈ Z+. On the other hand, by (B3), |||f∞|||X ≤ limn |||fn|||X =
supn |||fn|||X . Thus |||f∞|||X = supn |||fn|||X and (30) can be rewritten
as (4).

(iii) ⇒ (i). Suppose that (iii) holds, and let f = (fn)n∈Z+
be a

martingale. Applying (4) to the stopped martingale f (k) = (fn∧k)n∈Z+
,

we see that

c ‖fk‖X ≤
∥∥θFf (k)

∥∥
X

≤ C ‖fk‖X (k ∈ Z+).

Since θFf
(k) ↑ θFf as k ↑ ∞, we conclude from (B3) that

c lim
k→∞

‖fk‖X ≤ ‖θFf ‖X ≤ C lim
k→∞

‖fk‖X ,

as desired.
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