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Abstract


#### Abstract

In this paper we have obtained the boundedness of bilinear Littlewood-Paley operators on the circle group $\mathbb{T}$ by using appropriate transference techniques. In particular, bilinear analogue of Carleson's Littlewood-Paley result for all possible indices has been obtained. Also, we prove some bilinear analogues of de Leeuw's results concerning multipliers of $\mathbb{R}^{n}$.


## 1. Introduction

Let $m$ be a bounded measurable function defined on $\mathbb{R}^{2 n}$. Consider the bilinear operator $T$ associated with the symbol $m$

$$
\begin{equation*}
T(f, g)(x)=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \hat{f}(\xi) \hat{g}(\eta) m(\xi, \eta) e^{2 \pi i x .(\xi+\eta)} d \xi d \eta \tag{1}
\end{equation*}
$$

defined for functions $f$ and $g$ belonging to the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$. We say that $m$ is a bilinear multiplier on $\mathbb{R}^{n}$ for the triplet $\left(p_{1}, p_{2}, p_{3}\right)$, where $1 \leq p_{1}, p_{2} \leq \infty$ and $\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{p_{3}}$, if the operator $T$ extends to a bounded operator from $L^{p_{1}}\left(\mathbb{R}^{n}\right) \times L^{p_{2}}\left(\mathbb{R}^{n}\right)$ into $L^{p_{3}}\left(\mathbb{R}^{n}\right)$, i.e.

$$
\begin{equation*}
\|T(f, g)\|_{p_{3}} \leq c\|f\|_{p_{1}}\|g\|_{p_{2}} \tag{2}
\end{equation*}
$$

where $c$ is a constant independent of functions $f$ and $g$. In a similar fashion we can define bilinear multipliers on the $n$-dimensional torus $\mathbb{T}^{n}$.

After Lacey and Thiele's work [14], [15] on bilinear Hilbert transform, where $m(\xi, \eta)=-i \operatorname{sgn}(\xi-\eta)$ for $\xi, \eta \in \mathbb{R}$, the study of bilinear multipliers got lot of attention. The set of all bilinear multipliers on $\mathbb{R}^{n}$ for the triplet $\left(p_{1}, p_{2}, p_{3}\right)$ will be denoted by $M_{p_{1}, p_{2}}^{p_{3}}\left(\mathbb{R}^{n}\right)$. For $p_{3} \geq 1$, $M_{p_{1}, p_{2}}^{p_{3}}\left(\mathbb{R}^{n}\right)$ becomes a Banach space under the operator norm, whereas

[^0]for $0<p_{3}<1$ it forms a quasi Banach space. For details we would like to refer the interested reader to the article of Grafakos and Torres [12].

In the theory of linear multipliers, the smooth and non-smooth Lit-tewood-Paley square functions play important roles. Let us first recall some classical results concerning square functions from linear multiplier theory.

Let $\left\{I_{n}\right\}_{n \in \mathbb{Z}}$ be a sequence of disjoint intervals in $\mathbb{R}$. Then the associated non-smooth Littlewood-Paley square function is defined as

$$
\mathcal{T} f(x):=\left(\sum_{n \in \mathbb{Z}}\left|\mathcal{T}_{I_{n}}(f)(x)\right|^{2}\right)^{\frac{1}{2}}, \quad f \in \mathcal{S}(\mathbb{R})
$$

where $\mathcal{T}_{I_{n}}$ is the linear multiplier operator given by $\widehat{\mathcal{T}_{I_{n}} f}(\xi)=\chi_{I_{n}}(\xi) \hat{f}(\xi)$. The smooth analogue of the operator $\mathcal{T}$ is defined by considering compactly supported smooth functions $\phi_{n}$ instead of $\chi_{I_{n}}$. It is well-known that the $L^{p}$ boundedness properties of the operator $\mathcal{T}$ can be derived from boundedness of a suitable smooth square function with some vector valued arguments. The celebrated result of Littlewood and Paley [10] states that if $I_{n}=\left(-2^{n+1},-2^{n}\right] \cup\left[2^{n}, 2^{n+1}\right), n \in \mathbb{Z}$, then for $1<p<\infty$ and $f \in \mathcal{S}(\mathbb{R})$, we have

$$
\begin{equation*}
\left\|\left(\sum_{n \in \mathbb{Z}}\left|\mathcal{T}_{I_{n}}(f)\right|^{2}\right)^{\frac{1}{2}}\right\|_{L^{p}(\mathbb{R})} \cong\|f\|_{L^{p}(\mathbb{R})} \tag{3}
\end{equation*}
$$

Here the notation ' $A \cong B$ ' means that there are two constants $c_{1}$, $c_{2}$ such that $c_{1} A \leq B \leq c_{2} A$. Later, in the year 1967, Carleson [5] considered the Littlewood-Paley square function associated with the sequence $I_{n}=[n, n+1), n \in \mathbb{Z}$, and proved that for $2 \leq p<\infty$, there exists a constant $C_{p}$ such that for all $f \in \mathcal{S}(\mathbb{R})$, we have

$$
\begin{equation*}
\left\|\left(\sum_{n \in \mathbb{Z}}\left|\mathcal{T}_{I_{n}}(f)\right|^{2}\right)^{\frac{1}{2}}\right\|_{L^{p}(\mathbb{R})} \leq C_{p}\|f\|_{L^{p}(\mathbb{R})} \tag{4}
\end{equation*}
$$

In the year of 1985, Rubio de Francia [18] proved above inequality (4) for the case of arbitrary sequence of disjoint intervals in $\mathbb{R}$. In both the previous results $p \geq 2$ is an optimal condition.

Our interest here is to study some bilinear analogues of these questions on the circle group $\mathbb{T}$. Lacey [13] introduced the bilinear LittlewoodPaley square function. Let $\left\{I_{l}\right\}_{l \in \mathbb{Z}}$ be a sequence of disjoint intervals
in $\mathbb{R}$. Then the associated non-smooth bilinear Littlewood-Paley operator is defined as

$$
\begin{equation*}
S(f, g)(x):=\left(\sum_{l \in \mathbb{Z}}\left|S_{I_{l}}(f, g)(x)\right|^{2}\right)^{\frac{1}{2}}, \quad f, g \in \mathcal{S}(\mathbb{R}) \tag{5}
\end{equation*}
$$

where $S_{I_{l}}$ is the bilinear multiplier operator associated with the symbol $\chi_{I_{l}}(\xi-\eta)$. The smooth version is defined naturally replacing $\chi_{I_{l}}(\xi-$ $\eta$ ) by smooth function $\phi_{l}(\xi-\eta)$. We are interested in $L^{p}$ boundedness properties of these bilinear square functions. We say that the operator $S$ is bounded for triplet $\left(p_{1}, p_{2}, p_{3}\right)$ satisfying Hölder condition $\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{p_{3}}$, if

$$
\|S(f, g)\|_{p_{3}} \leq C\|f\|_{p_{1}}\|g\|_{p_{2}}
$$

Lacey [13] proved the boundedness of a bilinear analogue of smooth Carleson's Littlewood-Paley operator on $\mathbb{R}$ for $p_{3}=2$. Later, Mohanty and Shrivastava [17] extended Lacey's results for $p_{3}>\frac{4}{3}$ and $p_{1}, p_{2}>2$. The problem for non-smooth version was addressed by Bernicot [1]. He proved the boundedness of a version of non-smooth bilinear LittlewoodPaley operator. In particular, he obtained the bilinear analogue of Carleson's Littlewood-Paley inequality (4) on $\mathbb{R}$ in the local $L^{2}$ case, i.e. $2<p_{1}, p_{2}, p_{3}^{\prime}<\infty$.

In $\S 2$ we have considered bilinear Littlewood-Paley square functions on circle group $\mathbb{T}$. Let $\left\{\tilde{I}_{l}\right\}_{l \in \mathbb{Z}}$ be a sequence of disjoint intervals in $\mathbb{Z}$ and $\tilde{S}_{l}(f, g)$ be the bilinear multiplier operator associated with the symbol $\chi_{\tilde{I}_{l}}(n-m)$, i.e., for $f, g \in \mathcal{P}(\mathbb{T})$, trignometric polynomials on $\mathbb{T}$,

$$
\begin{equation*}
\tilde{S}_{l}(f, g)(x)=\sum_{n, m} \hat{f}(n) \hat{g}(m) \chi_{\tilde{I}_{l}}(n-m) e^{2 \pi i x(n+m)} \tag{6}
\end{equation*}
$$

The bilinear Littlewood-Paley square function associated with this sequence is given by

$$
\begin{equation*}
\tilde{S}(f, g)(x)=\left(\sum_{l \in \mathbb{Z}}\left|\tilde{S}_{l}(f, g)(x)\right|^{2}\right)^{\frac{1}{2}}, \quad x \in \mathbb{T} \tag{7}
\end{equation*}
$$

Observe that in the linear case Carleson's theorem on $\mathbb{T}$ is trivial as the interval $[n, n+1)$ is just singleton $\{n\}$. In this case the linear operators $\tilde{T}_{n}$ satisfy, $\tilde{T}_{n}(f)(x)=\left(\chi_{\tilde{I}_{n}} \hat{f}\right)(x)=\hat{f}(n) e^{2 \pi i n x}$, for $x \in \mathbb{T}$. Then the associated Littlewood-Paley square function $\tilde{T}$ becomes

$$
\left(\sum_{n \in \mathbb{Z}}\left|\tilde{T}_{n}(f)(x)\right|^{2}\right)^{\frac{1}{2}}=\left(\sum_{n \in \mathbb{Z}}|\hat{f}(n)|^{2}\right)^{\frac{1}{2}}=\|f\|_{2}
$$

Hence, for $2 \leq p$,

$$
\left\|\left(\sum_{n \in \mathbb{Z}}\left|\tilde{T}_{n}(f)\right|^{2}\right)^{\frac{1}{2}}\right\|_{p}=\|f\|_{2} \leq\|f\|_{p}
$$

But this is no longer true in the bilinear setting. As in the bilinear case one can easily see that for $\tilde{I}_{l}=\{l\}$, we have following description of the associated bilinear operator

$$
\tilde{S}_{l}(f, g)(x)=e^{2 \pi i l x}\left(e^{-2 \pi i l .} f * g\right)(2 x)
$$

Like the linear case by estimating the $L^{2}(\mathbb{T})$ norm of bilinear Carleson's Littlewood-Paley square function directly and using the nested property of $L^{p}(\mathbb{T})$ spaces (see $\S 2$ for precise arguments), we can prove boundedness of this square function only for exponents satisfying $2 \leq p_{1}, p_{2}, p_{3}^{\prime} \leq$ $\infty$. So, for other exponents bilinear Carleson's Littlewood-Paley square function becomes an interesting object. In $\S 2$ we prove the boundedness of this operator for all possible exponents. Also, we prove a bilinear analogue of Bernicot's result [1] on $\mathbb{T}$. We have used suitable vector valued transference techniques to obtain these results.

In $\S 3$ and $\S 4$ we continue with the transference techniques and prove some bilinear analogues of de Leeuw's results concerning transferring linear multipliers among Euclidean groups. In order to state one of de Leeuw's result we first provide the definition for Besicovitch spaces of almost periodic functions. For $0<p<\infty$, Besicovitch space is denoted by $B^{p}(\mathbb{R})$ and is defined as the closure of trigonometric polynomials with respect to the semi-norm

$$
\|f\|_{B^{p}(\mathbb{R})}=\lim _{T \rightarrow \infty}\left(\frac{1}{2 T} \int_{-T}^{T}|f(x)|^{p} d x\right)^{\frac{1}{p}}
$$

Note that there are non-zero functions $f$ with $\|f\|_{B^{p}(\mathbb{R})}=0$. So one has to quotient out these functions to get a norm for $1 \leq p<\infty$ and a quasi norm for $0<p<1$. We shall use the same notation $\|\cdot\|_{B^{p}(\mathbb{R})}$ for this norm and quasi norm as well. When $p=\infty$, we use $B^{\infty}(\mathbb{R})$ to denote the corresponding space and it is defined as the closure of trigonometric polynomials with respect to the $L^{\infty}(\mathbb{R})$ norm. For an almost periodic function $f$, its Bohr transform at the point $\lambda \in \mathbb{R}$ is defined as

$$
\hat{f}(\lambda)=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} f(x) e^{-2 \pi i \lambda x} d x
$$

Note that here we are using the same notation for Bohr transform and Fourier transform.

We say that a bounded function $m(t, s)$ is an almost periodic bilinear multiplier for the triplet $\left(p_{1}, p_{2}, p_{3}\right)$ if the operator $B$ initially defined for the trigonometric polynomials $f$ and $g$ by

$$
\begin{equation*}
B(f, g)(x)=\sum_{\text {finite finite }} \sum_{\text {f }} m(t, s) \hat{f}(t) \hat{g}(s) e^{2 \pi i(t+s) x} \tag{8}
\end{equation*}
$$

extends to a bounded operator form $B^{p_{1}}(\mathbb{R}) \times B^{p_{2}}(\mathbb{R})$ into $B^{p_{3}}(\mathbb{R})$, i.e.

$$
\begin{equation*}
\|B(f, g)\|_{B^{p_{3}}(\mathbb{R})} \leq C\|f\|_{B^{p_{1}}(\mathbb{R})}\|g\|_{B^{p_{2}}(\mathbb{R})} . \tag{9}
\end{equation*}
$$

Let $\mathcal{M}_{p_{1}, p_{2}}^{p_{3}}(\mathbb{R})$ denote the space of all almost periodic bilinear multipliers for the triplet $\left(p_{1}, p_{2}, p_{3}\right)$.

In $[\mathbf{7}]$ de Leeuw proved that multipliers on $L^{p}(\mathbb{R})$ are precisely the ones which are multipliers on $B^{p}(\mathbb{R})$ and vice versa. The bilinear analogue of this has been addressed by Blasco [2], but with the condition $p_{3} \geq 1$. However the methods employed by Blasco do not extend to the case $p_{3}<$ 1. We extend this result to the full possible range of exponents and our method is significantly different from [2].

In the same paper de Leeuw proved that if a continuous function $m$ is an $L^{p}\left(\mathbb{R}^{n}\right)$ multiplier, then $\left.m\right|_{\mathbb{R}^{k}}$ is an $L^{p}\left(\mathbb{R}^{k}\right)$ multiplier for $k<n$. A bilinear analogue of this result is proved by Diestel and Grafakos [8] for $p_{3} \geq 1$. Again, in $\S 4$, we have extended this result to the entire range of the exponents.

## 2. Bilinear Littlewood-Paley square functions on $\mathbb{T}$

In this section we address bilinear Littlewood-Paley square functions on $\mathbb{T}$. Let $\left\{\tilde{I}_{l}\right\}_{l \in \mathbb{Z}}$ be a sequence of disjoint intervals of equal lengths in $\mathbb{Z}$. Suppose $\tilde{I}_{l}=\left[a_{l}, b_{l}\right)$ and $b_{l}-a_{l}=L$ for all $l \in \mathbb{Z}$. For $f, g \in \mathcal{P}(\mathbb{T})$, consider

$$
\begin{aligned}
\tilde{S}_{l}(f, g)(x) & =\sum_{n, m} \hat{f}(n) \hat{g}(m) \chi_{\tilde{I}_{l}}(n-m) e^{2 \pi i x(n+m)} \\
& =\sum_{j=0}^{L-1} \sum_{m} \hat{f}\left(m+a_{l}+j\right) \hat{g}(m) e^{2 \pi i x\left(2 m+a_{l}+j\right)} \\
& =\sum_{j=0}^{L-1} e^{2 \pi i x\left(a_{l}+j\right)} F_{l, j}(x)
\end{aligned}
$$

where $F_{l, j}(x)=\left(f(.) e^{-2 \pi i\left(a_{l}+j\right)} \cdot * g\right)(2 x)$.

$$
\begin{aligned}
\|\tilde{S}(f, g)\|_{2}^{2} & =\int_{0}^{1} \sum_{l \in \mathbb{Z}}\left|\tilde{S}_{l}(f, g)(x)\right|^{2} d x \\
& =\int_{0}^{1} \sum_{l \in \mathbb{Z}}\left|\sum_{j=0}^{L-1} e^{2 \pi i x\left(a_{l}+j\right)} F_{l, j}(x)\right|^{2} d x \\
& \leq\left(\sum_{j=0}^{L-1}\left(\int_{0}^{1} \sum_{l \in \mathbb{Z}}\left|F_{l, j}(x)\right|^{2} d x\right)^{\frac{1}{2}}\right)^{2} \\
& =\left(\sum_{0}^{L-1}\left(\sum_{l \in \mathbb{Z}} \sum_{n \in \mathbb{Z}}\left|\hat{f}\left(n+a_{l}+j\right) \hat{g}(n)\right|^{2}\right)^{\frac{1}{2}}\right)^{2} \\
& \leq\left(L\|f\|_{2}\|g\|_{2}\right)^{2} .
\end{aligned}
$$

Here we have used Minkowski's inequality and Plancherel theorem. Now using the fact that $\|\cdot\|_{L^{s}(\mathbb{T})} \leq\|\cdot\|_{L^{t}(\mathbb{T})}$ for $1 \leq s \leq t \leq \infty$, we get

$$
\begin{equation*}
\|\tilde{S}(f, g)\|_{p_{3}} \leq L\|f\|_{p_{1}}\|g\|_{p_{2}} \tag{10}
\end{equation*}
$$

where $2 \leq p_{1}, p_{2} \leq \infty$ and $1 \leq p_{3} \leq 2$. In particular, bilinear analogue of Carleson's Littlewood-Paley result is obtained for $2 \leq p_{1}, p_{2} \leq \infty$ and $1 \leq p_{3} \leq 2$, as mentioned in the Introduction.

At this point there are two issues. The first one is to get boundedness of bilinear Carleson's Littlewood-Paley square function for remaining exponents, i.e. for $p_{3}>2$ and the second is to get rid of the dependency on the length $L$ in inequality (10). The first issue is resolved completely by transferring a result of Mohanty and Shrivastava [17] concerning smooth bilinear square function on $\mathbb{R}$ to $\mathbb{T}$. The second issue is dealt with for the sequences of intervals which are of equal lengths and equi-distant, by transferring Bernicot's [1] non-smooth bilinear square functions on $\mathbb{R}$ to $\mathbb{T}$. For both these purposes we use the suitable transference techniques adapted to vector valued bilinear settings.
2.1. Transference. Using Khintchine's inequality, observe that an equivalent formulation for the boundedness of the square functions can
be given with the following expression

$$
\begin{equation*}
\left\|\sum_{k} r_{k} \tilde{S}_{k}(f, g)\right\|_{L_{L^{p_{3}}[0,1]}^{p_{3}}(\mathbb{T})} \leq C\|f\|_{L^{p_{1}}(\mathbb{T})}\|g\|_{L^{p_{2}}(\mathbb{T})} \tag{11}
\end{equation*}
$$

where $r_{k}$ 's are Radamacher functions and $C$ is a constant independent of $f$ and $g$. This formulation of the problem motivates us to look for the following vector valued transference result. The linear version of this result can be found in [9]. Since the proof of this theorem is very similar to the original proof of general transference theorem of Coifman and Weiss [6], we skip the proof here.

Theorem 2.1. Let $G$ be a locally compact amenable group. Let $X_{1}$, $X_{2}, X_{3}$ and $\tilde{X}_{3}$ be Banach spaces such that $X_{1} X_{2} \subseteq X_{3}$. Let $k$ be $a$ compactly supported function in $L_{\mathcal{B}\left(X_{3}, \tilde{X}_{3}\right)}^{1}(G)$. Assume that there exist strongly continuous representations $R^{1}, R^{2}, R^{3}$ and $\tilde{R}^{3}$ of the group $G$ such that
(1) For every $u \in G$, we have $R_{u}^{i} \in \mathcal{B}\left(X_{i}\right)$ for $i=1,2,3$, and $\tilde{R_{u}^{3}} \in$ $\mathcal{B}\left(\tilde{X}_{3}\right)$.
(2) There exists $C>0$ such that $\left\|R_{u}^{i}\right\|_{\mathcal{B}\left(X_{i}\right)} \leq C, i=1,2,3$, and $\left\|\tilde{R}_{u}^{3}\right\|_{\mathcal{B}\left(\tilde{X}_{3}\right)} \leq C$ for all $u \in G$.
(3) $R^{3}$ and $\tilde{R}^{3}$ intertwine $k$ in the sense that

$$
\tilde{R}_{v}^{3} k(u)\left(x_{3}\right)=k(u) R_{v}^{3}\left(x_{3}\right), \quad u, v \in G, x_{3} \in X_{3}
$$

(4) For $u, v, w \in G, x_{1} \in X_{1}$ and $x_{2} \in X_{2}$

$$
R_{w}^{3}\left(R_{u}^{1} x_{1} R_{v}^{2} x_{2}\right)=R_{w u}^{1} x_{1} R_{w v}^{2} x_{2}
$$

Suppose that the bilinear operator

$$
T(f, g)(v)=\int_{G} k(u)\left(f\left(v u^{-1}\right) g(v u)\right) d u
$$

is bounded from $L_{X_{1}}^{p_{1}}(G) \times L_{X_{2}}^{p_{2}}(G)$ into $L_{\tilde{X}_{3}}^{p_{3}}(G)$ for Hölder related triplet ( $p_{1}, p_{2}, p_{3}$ ) with $p_{3} \geq 1$. Then the transferred operator

$$
T_{k}\left(x_{1}, x_{2}\right)=\int_{G} k(u)\left(R_{u^{-1}}^{1} x_{1} R_{u}^{2} x_{2}\right) d u
$$

is bounded from $X_{1} \times X_{2}$ into $\tilde{X}_{3}$. Moreover the operator norm of the transferred operator $T_{k}$ satisfies

$$
\begin{equation*}
\left\|T_{k}\right\| \leq C N_{p_{1}, p_{2}, p_{3}}(k) \tag{12}
\end{equation*}
$$

where $N_{p_{1}, p_{2}, p_{3}}(k)$ is the operator norm of the original operator $T$.

We will use the above transference theorem to address both the issues described earlier.

Take $G=\mathbb{R}, X_{i}=L^{p_{i}}(\mathbb{T})$ for $i=1,2,3$ and $\tilde{X}_{3}=L_{L^{p_{3}[0,1]}}^{p_{3}}(\mathbb{T})$. For $u \in \mathbb{R}$, define $R_{u}^{i}$ on $L^{p_{i}}(\mathbb{T})$ by $R_{u}^{i}\left(f_{i}\right)\left(e^{2 \pi i x}\right)=R_{u}\left(f_{i}\right)\left(e^{2 \pi i x}\right)=$ $f_{i}\left(e^{2 \pi i(u+x)}\right)$ for $f_{i} \in L^{p_{i}}(\mathbb{T}), i=1,2,3$ and $\tilde{R_{u}^{3}}$ on $L_{L^{p_{3}}[0,1]}^{p_{3}}(\mathbb{T})$ by $\tilde{R_{u}^{3}} g\left(e^{2 \pi i x}\right)=g\left(e^{2 \pi i(u+x)}\right)$ for $g \in L_{L^{p_{3}}[0,1]}^{p_{3}}(\mathbb{T})$. It can be easily verified that $R^{i}$ and $\tilde{R}^{3}$ are uniformly bounded representations of $\mathbb{R}$ on the respective spaces, as these are just the translation operators. Thus conditions (1), (2) and (4) of Theorem 2.1 are satisfied in this setting.

Let $k_{j} \in L^{1}(\mathbb{R})$ have compact support. For $u \in \mathbb{R}$ define $K(u) f=$ $\left(\sum_{j=1}^{N} r_{j}(.) k_{j}(u)\right) f$. With this definition of $K$ we observe that

$$
\tilde{R}_{v}^{3} K(u) f\left(e^{2 \pi i x}\right)=K(u) f\left(e^{2 \pi i(x+v)}\right)=K(u) R_{v}^{3} f\left(e^{2 \pi i x}\right), \quad u, v \in \mathbb{R}
$$

Thus, condition (3) of Theorem 2.1 is also satisfied.
For $F, G \in \mathcal{S}(\mathbb{R})$ consider the operator
$\sum_{j=1}^{N} r_{j}(.) S_{\hat{k}_{j}}(F, G)(x)=\sum_{j=1}^{N} r_{j}(.) \int_{\mathbb{R}} \int_{\mathbb{R}} \hat{F}(\xi) \hat{G}(\eta) \hat{k}_{j}(\xi-\eta) e^{2 \pi i x(\xi+\eta)} d \xi d \eta$.
Then the transferred operator will look like

$$
\sum_{j=1}^{N} r_{j}(.) \tilde{S}_{\hat{k}_{j} \mid \mathbb{Z}}(f, g)(x)=\sum_{j=1}^{N} r_{j}(.) \sum_{n} \sum_{m} \hat{f}(n) \hat{g}(m) \hat{k}_{j}(n-m) e^{2 \pi i x(n+m)}
$$

As an application of the Theorem 2.1 one can prove that if

$$
\begin{equation*}
\left\|\sum_{j=1}^{N} r_{j} S_{\hat{k}_{j}}(F, G)\right\|_{L_{L^{p_{3}}[0,1]}^{p_{3}}(\mathbb{R})} \leq C\|F\|_{L^{p_{1}(\mathbb{R})}}\|G\|_{L^{p_{2}}(\mathbb{R})}, \tag{13}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|\sum_{j=1}^{N} r_{j} \tilde{S}_{\hat{k}_{j} \mid \mathbb{Z}}(f, g)\right\|_{L_{L^{p_{3}}[0,1]}(\mathbb{T})} \leq C\|f\|_{L^{p_{1}}(\mathbb{T})}\|g\|_{L^{p_{2}}(\mathbb{T})} \tag{14}
\end{equation*}
$$

Further, one can get inequality (14) from inequality (13) for normalized symbols $m_{j}$ in place of $\hat{k}_{j}$ by using standard approximation techniques (see [6]). A bounded measurable function $m$ is said to be normalized if

$$
m^{n}(x)=m * \frac{1}{2 n}\left(\chi_{[-n, n]} * \chi_{[-n, n]}\right)^{\wedge}(x) \rightarrow m(x) \quad \forall x \in \mathbb{R} \text { as } n \rightarrow \infty
$$

For normalized symbols $m_{j}$, we define $k_{j}^{n}=h_{n} * \check{m}_{j}^{n}$, where $h_{n} \in$ $C_{c}^{\infty}(\mathbb{R})$ with $\hat{h_{n}}(x) \rightarrow 1$ as $n \rightarrow \infty$ and $\left\|h_{n}\right\|_{1}=1$. Observe that $k_{j}^{n} \in L^{1}(\mathbb{R})$ with compact support. Hence applying Theorem 2.1 we get that if

$$
\begin{equation*}
\left\|\sum_{j=1}^{N} r_{j} S_{\hat{k}_{j}^{n}}(F, G)\right\|_{L_{L^{p_{3}[0,1]}}^{p_{3}}(\mathbb{R})} \leq C\|F\|_{L^{p_{1}}(\mathbb{R})}\|G\|_{L^{p_{2}}(\mathbb{R})} . \tag{15}
\end{equation*}
$$

Then, we get the transferred inequality

$$
\begin{equation*}
\left\|\sum_{j=1}^{N} r_{j} \tilde{S}_{\hat{k}_{j}^{n} \mid \mathbb{Z}}(f, g)\right\|_{L_{L^{p_{3}}[0,1]}^{p_{3}}(\mathbb{T})} \leq C\|f\|_{L^{p_{1}}(\mathbb{T})}\|g\|_{L^{p_{2}}(\mathbb{T})}, \tag{16}
\end{equation*}
$$

where $C$ is the same constant as in inequality (15).
As $p_{3}>1$, by applying duality and dominated convergence theorem we can conclude that

$$
\begin{equation*}
\left\|\sum_{j=1}^{N} r_{j} \tilde{S}_{m_{j} \mid \mathbb{Z}}(f, g)\right\|_{L_{L^{p_{3}}[0,1]}^{p_{3}}(\mathbb{T})} \leq C\|f\|_{L^{p_{1}}(\mathbb{T})}\|g\|_{L^{p_{2}}(\mathbb{T})} . \tag{17}
\end{equation*}
$$

Now we will prove bilinear Carleson's theorem on $\mathbb{T}$ for $p_{3}>2$ by transferring the bounds from the following known result.

Theorem $2.2([\mathbf{1 7}])$. Let $m \in \mathcal{S}(\mathbb{R})$. For $l \in \mathbb{Z}$, define $m_{l}(\xi)=m(\xi-l)$ and let $S_{m_{l}}$ be the bilinear multiplier operator associated with $m_{l}$. Then for $2<p_{1}, p_{2} \leq \infty$ and $4 / 3<p_{3} \leq \infty$ satisfying $\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{p_{3}}$, we have

$$
\begin{equation*}
\left\|\left(\sum_{l \in \mathbb{Z}}\left|S_{m_{l}}(f, g)\right|^{2}\right)^{1 / 2}\right\|_{L^{p_{3}(\mathbb{R})}} \leq C\|f\|_{L^{p_{1}}(\mathbb{R})}\|g\|_{L^{p_{2}}(\mathbb{R})} . \tag{18}
\end{equation*}
$$

We now choose function $m$ suitably to get the desired conclusion. For this let $m$ be a $C_{c}^{\infty}(\mathbb{R})$ function such that $m=1$ on $\left[-\frac{1}{4}, \frac{1}{4}\right]$ and $\operatorname{supp} m \subseteq\left[-\frac{1}{2}, \frac{1}{2}\right]$. Define $m_{l}(\xi)=m(\xi-l)$. Observe $m_{l}$ 's are normalized functions. So, we can get bilinear Carleson's theorem on $\mathbb{T}$ for $p_{3}>4 / 3$ from Theorem 2.2 with the above choice of $m_{l}$ by using transference techniques discussed above. Combining this with earlier observation for $1 \leq p_{3} \leq 2$ we have the following.

Theorem 2.3. For $2 \leq p_{1}, p_{2} \leq \infty$ satisfying $\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{p_{3}}$, there is a constant $c$ such that for all functions $f, g \in \mathcal{P}(\mathbb{T})$

$$
\begin{equation*}
\left\|\left(\sum_{l \in \mathbb{Z}}\left|\tilde{S}_{l}(f, g)\right|^{2}\right)^{\frac{1}{2}}\right\|_{p_{3}} \leq c\|f\|_{p_{1}}\|g\|_{p_{2}} \tag{19}
\end{equation*}
$$

where $\tilde{S}_{l}$ is the bilinear multiplier operator on $\mathbb{T}$ associated with $\chi_{\tilde{I}_{l}}$ for $\tilde{I}_{l}=[l, l+1), l \in \mathbb{Z}$.

As in the case of $\mathbb{R}$, we also show that for the above inequality (19) to hold, $p_{1}, p_{2} \geq 2$ is a necessary condition.

Proposition 2.4. For the conclusion of Theorem 2.3 to hold; $p_{1}, p_{2} \geq 2$ is a necessary condition.
Proof: Let $\tilde{I}_{l}=[l, l+1)$. Then for $g \equiv 1$ we have

$$
\begin{aligned}
\tilde{S}_{l}(f, g)(x) & =\sum_{n, m} \hat{f}(n) \hat{g}(m) \chi_{\tilde{I}_{l}}(n-m) e^{2 \pi i x(n+m)} \\
& =\hat{f}(l) e^{2 \pi i l x}
\end{aligned}
$$

This implies that for $x \in \mathbb{T}$, we have

$$
\tilde{S}(f, g)(x)=\|f\|_{2}
$$

Assuming the inequality (19), we get

$$
\|f\|_{2} \leq c\|f\|_{p_{1}}
$$

This would imply that $2 \leq p_{1} \leq \infty$. Similarly, by changing the role of $f$ and $g$ we get that $p_{2}$ also satisfies $2 \leq p_{2} \leq \infty$.

Thus the first issue has been resolved. Now for the second issue we apply transference techniques to the following result of Bernicot on $\mathbb{R}$.

Theorem 2.5 ([1]). Let $I_{l}=\left[a_{l}, b_{l}\right]$ be a sequence of disjoint intervals in $\mathbb{R}$ with $b_{l}-a_{l}=b_{l-1}-a_{l-1}$ and $a_{l+1}-b_{l}=a_{l}-b_{l-1}$ for all $l \in \mathbb{Z}$. Then for exponents $2<p_{1}, p_{2}, p_{3}^{\prime}<\infty$ satisfying $\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{p_{3}}$, there is a constant $C=C\left(p_{1}, p_{2}, p_{3}\right)$ such that for all functions $f, g \in \mathcal{S}(\mathbb{R})$

$$
\begin{equation*}
\left\|\left(\sum_{l \in \mathbb{Z}}\left|S_{l}(f, g)\right|^{2}\right)^{\frac{1}{2}}\right\|_{p_{3}} \leq C\|f\|_{p_{1}}\|g\|_{p_{2}} \tag{20}
\end{equation*}
$$

Observe that here symbols $\chi_{I_{l}}$, where $I_{l}$ 's are intervals, are not normalized functions. Nevertheless, by considering following modification we can treat them as normalized functions. Consider intervals $I_{l}=$ $\left(a_{l}-\frac{1}{4}, b_{l}+\frac{1}{4}\right) \subseteq \mathbb{R}$ and functions $\widehat{k_{l}}$ on $\mathbb{R}$ defined as follows

$$
\widehat{k_{l}}(\xi)= \begin{cases}1, & \xi \in I_{l} \\ 1 / 2, & \xi=a_{l}-\frac{1}{4}, b_{l}+\frac{1}{4} \\ 0, & \text { elsewhere }\end{cases}
$$

Hence using the same arguments as earlier we get the following result.
Theorem 2.6. For $2<p_{1}, p_{2}, p_{3}^{\prime}<\infty$ satisfying $\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{p_{3}}$, where $p_{3}^{\prime}$ is the conjugate index of $p_{3}$, there is a constant $C=C\left(p_{1}, p_{2}, p_{3}\right)$ such that for all functions $f, g \in \mathcal{P}(\mathbb{T})$

$$
\begin{equation*}
\left\|\left(\sum_{l \in \mathbb{Z}}\left|\tilde{S}_{l}(f, g)\right|^{2}\right)^{\frac{1}{2}}\right\|_{p_{3}} \leq C\|f\|_{p_{1}}\|g\|_{p_{2}}, \tag{21}
\end{equation*}
$$

where the intervals $\tilde{I}_{l}$ satisfy the same hypothesis as in Theorem 2.5.

## 3. Relation between $B^{p}(\mathbb{R})$ and $L^{p}(\mathbb{R})$ multipliers

In this section we address the bilinear analogue of de Leeuw's result which establishes the connection between $L^{p}(\mathbb{R})$ multipliers and $B^{p}(\mathbb{R})$ multipliers. Our method of the proof basically lies in obtaining pointwise estimates for both the operators. For this we will use the ideas developed in $[\mathbf{1 1}]$, adapted to our setting. We would like to refer the reader to $[\mathbf{4}],[\mathbf{2}],[\mathbf{3}],[8]$ for some work related to transference techniques in the bilinear settings.

We begin by considering the following lemmas which will be used to prove the main result of this section. The first lemma is an analogue of [19, Lemma 3.9, p. 261] for almost periodic functions, while the second lemma tells us that for given an $L^{p}(\mathbb{R})$ function we can associate with it some periodic functions whose $B^{p}(\mathbb{R})$ norms and the $L^{p}(\mathbb{R})$ norms are related.

Lemma 3.1. For $f \in B^{\infty}(\mathbb{R})$, we have

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon \int_{\mathbb{R}} f(x) G_{1, \epsilon}(x) d x=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} f(x) d x \tag{22}
\end{equation*}
$$

where $G_{1, \epsilon}(x)=e^{-\pi \epsilon^{2} x^{2}}$.

Proof: The proof follows using the same arguments as in [19, Lemma 3.9, p. 261] along with the fact that trigonometric polynomials are dense in $B^{\infty}(\mathbb{R})$.

As an easy application of the above lemma we have the following observation which will be needed at a later stage.
Lemma 3.2. Let $P$ be a trigonometric polynomial. For $0<p, \epsilon<\infty$, define $f_{\epsilon}(x)=P(x) G_{p, \epsilon}(x)$, where $G_{p, \epsilon}(x)=e^{-\frac{\pi \epsilon^{2} x^{2}}{p}}$, then we have

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon^{\frac{1}{p}}\left\|f_{\epsilon}\right\|_{L^{p}(\mathbb{R})}=\|P\|_{B^{p}(\mathbb{R})} \tag{23}
\end{equation*}
$$

Proof: For the trigonometric polynomial $P$ and $0<p, \epsilon<\infty$, note that

$$
\begin{aligned}
\left\|f_{\epsilon}\right\|_{L^{p}(\mathbb{R})}^{p} & =\int_{\mathbb{R}}\left|P(x) G_{p, \epsilon}(x)\right|^{p} d x \\
& =\int_{\mathbb{R}}|P(x)|^{p} G_{1, \epsilon}(x) d x
\end{aligned}
$$

Hence applying the Lemma 3.1 to the function $|P(x)|^{p}$, we obtain the desired result.

Lemma 3.3. Let $f \in L^{p}(\mathbb{R}), 0<p<\infty$. For $N \in \mathbb{N}$, let $f_{N}$ denote the truncated function $f \chi_{[-N / 2, N / 2]}$. Consider the $N$ periodic extension of $f_{N}$ given by $f_{N}^{\sharp}(x)=\sum_{n \in \mathbb{Z}} f_{N}(x+n N)$. Then

$$
\begin{equation*}
\|f\|_{L^{p}(\mathbb{R})}=\lim _{N \rightarrow \infty} N^{\frac{1}{p}}\left\|f_{N}^{\sharp}\right\|_{B^{p}(\mathbb{R})} . \tag{24}
\end{equation*}
$$

Proof: Consider

$$
\begin{aligned}
\left\|f_{N}^{\sharp}\right\|_{B^{p}(\mathbb{R})} & =\lim _{T \rightarrow \infty}\left(\frac{1}{2 T} \int_{-T}^{T}\left|f_{N}^{\sharp}(x)\right|^{p} d x\right)^{\frac{1}{p}} \\
& =\lim _{k \rightarrow \infty}\left(\frac{1}{k N} \sum_{i=0}^{k-1} \int_{(-k+2 i) \frac{N}{2}}^{(-k+2(i+1)) \frac{N}{2}}\left|f_{N}^{\sharp}(x)\right|^{p} d x\right)^{\frac{1}{p}} \\
& =N^{-\frac{1}{p}}\left\|f_{N}\right\|_{L^{p}(\mathbb{R})} .
\end{aligned}
$$

Thus we obtain the desired result.
Now we are in position to prove the main result of this section.
Theorem 3.4. Let $m(t, s)$ be a bounded continuous function. Then $m \in M_{p_{1}, p_{2}}^{p_{3}}(\mathbb{R})$ if and only if $m \in \mathcal{M}_{p_{1}, p_{2}}^{p_{3}}(\mathbb{R})$, where $1 \leq p_{1}, p_{2} \leq \infty$ with $\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{p_{3}}$ and the values of $p_{3}$ could be lower or bigger than one.

Proof: Let $e_{\lambda_{i}}(x)=e^{2 \pi i \lambda_{i} x}, \lambda_{i} \in \mathbb{R}, i=1,2$ and set $f_{i, \epsilon}(x)=e_{\lambda_{i}}(x) G_{p_{i}, \epsilon}(x)$, where $G_{p_{i}, \epsilon}(x)=e^{-\frac{\pi \epsilon^{2} x^{2}}{p_{i}}}$. Note that $\hat{f}_{i, \epsilon}(\xi)=\sqrt{p_{i}} \epsilon^{-1} e^{-\pi p_{i} \frac{\left(\xi-\lambda_{i}\right)^{2}}{\epsilon^{2}}}$. Now consider

$$
\begin{aligned}
& T\left(f_{1, \epsilon}, f_{2, \epsilon}\right)(x)= \int_{\mathbb{R}} \int_{\mathbb{R}} \hat{f}_{1, \epsilon}(\xi) \hat{f}_{2, \epsilon}(\eta) m(\xi, \eta) e^{2 \pi i x(\xi+\eta)} d \xi d \eta \\
&=\sqrt{p_{1} p_{2}} \epsilon^{-2} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-\pi p_{1} \frac{\left(\xi-\lambda_{1}\right)^{2}}{\epsilon^{2}}} e^{-\pi p_{2} \frac{\left(\eta-\lambda_{2}\right)^{2}}{\epsilon^{2}}} \\
& \quad \times m(\xi, \eta) e^{2 \pi i x(\xi+\eta)} d \xi d \eta
\end{aligned}
$$

and

$$
B\left(e_{\lambda_{1}}, e_{\lambda_{2}}\right)(x)=m\left(\lambda_{1}, \lambda_{2}\right) e^{2 \pi i x\left(\lambda_{1}+\lambda_{2}\right)}
$$

We shall estimate the following.

$$
\begin{aligned}
& B\left(e_{\lambda_{1}}, e_{\lambda_{2}}\right)(x) G_{p_{3}, \epsilon}(x)-T\left(f_{1, \epsilon}, f_{2, \epsilon}\right)(x) \\
& =m\left(\lambda_{1}, \lambda_{2}\right) e^{2 \pi i x \lambda_{1}} e^{-\frac{\pi \epsilon^{2} x^{2}}{p_{1}}} e^{2 \pi i x \lambda_{2}} e^{-\frac{\pi \epsilon^{2} x^{2}}{p_{2}}}-T\left(f_{1, \epsilon}, f_{2, \epsilon}\right)(x) \\
& =\sqrt{p_{1} p_{2}} \epsilon^{-2} \int_{\mathbb{R}} \int_{\mathbb{R}}\left(m\left(\lambda_{1}, \lambda_{2}\right)-m(\xi, \eta)\right) \\
& \quad \times e^{-\pi p_{1} \frac{\left(\xi-\lambda_{1}\right)^{2}}{\epsilon^{2}}} e^{-\pi p_{2} \frac{\left(\eta-\lambda_{2}\right)^{2}}{\epsilon^{2}}} e^{2 \pi i x(\xi+\eta)} d \xi d \eta \\
& =\sqrt{p_{1} p_{2}} \int_{\mathbb{R}} \int_{\mathbb{R}}\left(m\left(\lambda_{1}, \lambda_{2}\right)-m\left(\epsilon \xi+\lambda_{1}, \epsilon \eta+\lambda_{2}\right)\right) \\
& \quad \times e^{-\pi p_{1} \xi^{2}} e^{-\pi p_{2} \eta^{2}} e^{2 \pi i x\left(\epsilon \xi+\lambda_{1}+\epsilon \eta+\lambda_{2}\right)} d \xi d \eta .
\end{aligned}
$$

Using the Lebesgue dominated convergence theorem we obtain

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|B\left(e_{\lambda_{1}}, e_{\lambda_{2}}\right)(x) G_{p_{3}, \epsilon}(x)-T\left(f_{1, \epsilon}, f_{2, \epsilon}\right)(x)\right\|_{\infty}=0 \tag{25}
\end{equation*}
$$

In fact the above estimate is valid for general trigonometric polynomials $P_{i}, i=1,2$ and in this case the functions $f_{i, \epsilon}$ are given by $f_{i, \epsilon}(x)=P_{i}(x) G_{p_{i}, \epsilon}(x), i=1,2$. Using (22) we have

$$
\begin{aligned}
\left\|B\left(P_{1}, P_{2}\right)\right\|_{B^{p_{3}(\mathbb{R})}}^{p_{3}} & =\lim _{\epsilon \rightarrow 0} \epsilon \int_{\mathbb{R}}\left|B\left(P_{1}, P_{2}\right)(x) G_{p_{3}, \epsilon}(x)\right|^{p_{3}} d x \\
& =\lim _{\epsilon \rightarrow 0} \int_{\mathbb{R}}\left|B\left(P_{1}, P_{2}\right)(x / \epsilon) G_{p_{3}, 1}(x)\right|^{p_{3}} d x
\end{aligned}
$$

We write the right hand side as $J$ and for $R>0$ which will be chosen to be large enough later, we decompose it into $J_{R}$ and $J^{R}$ where,

$$
J_{R}=\lim _{\epsilon \rightarrow 0} \int_{|x|<R}\left|B\left(P_{1}, P_{2}\right)(x / \epsilon) G_{p_{3}, 1}(x)\right|^{p_{3}} d x
$$

and

$$
J^{R}=\lim _{\epsilon \rightarrow 0} \int_{|x|>R}\left|B\left(P_{1}, P_{2}\right)(x / \epsilon) G_{p_{3}, 1}(x)\right|^{p_{3}} d x
$$

Now we will estimate $J_{R}$ and $J^{R}$ separately. Consider

$$
\begin{aligned}
J^{R} & =\lim _{\epsilon \rightarrow 0} \int_{|x|>R}\left|B\left(P_{1}, P_{2}\right)(x / \epsilon) G_{p_{3}, 1}(x)\right|^{p_{3}} d x \\
& \leq M \int_{|x|>R}\left(G_{p_{3}, 1}(x)\right)^{p_{3}} d x
\end{aligned}
$$

where $M=\left\|B\left(P_{1}, P_{2}\right)\right\|_{\infty}$. For fixed $\delta>0$ choose $R$ large enough say $R_{0}$, such that.

$$
J^{R_{0}} \leq \frac{\delta}{2}
$$

Now consider

$$
\begin{aligned}
J_{R_{0}}= & \lim _{\epsilon \rightarrow 0} \int_{|x|<R_{0}}\left|B\left(P_{1}, P_{2}\right)(x / \epsilon) G_{p_{3}, 1}(x)\right|^{p_{3}} d x \\
= & \lim _{\epsilon \rightarrow 0} \epsilon \int_{|x|<\frac{R_{0}}{\epsilon}}\left|B\left(P_{1}, P_{2}\right)(x) G_{p_{3}, \epsilon}(x)\right|^{p_{3}} d x \\
\leq & \lim _{\epsilon \rightarrow 0} \epsilon \int_{|x|<\frac{R_{0}}{\epsilon}}\left|B\left(P_{1}, P_{2}\right)(x) G_{p_{3}, \epsilon}(x)-T\left(f_{1, \epsilon}, f_{2, \epsilon}\right)(x)\right|^{p_{3}} d x \\
& +\lim _{\epsilon \rightarrow 0} \epsilon \int_{|x|<\frac{R_{0}}{\epsilon}}\left|T\left(f_{1, \epsilon}, f_{2, \epsilon}\right)(x)\right|^{p_{3}} d x \\
\leq & R_{0} \lim _{\epsilon \rightarrow 0}\left\|B\left(P_{1}, P_{2}\right)(.) G_{p_{3}, \epsilon}(x)-T\left(f_{1, \epsilon}, f_{2, \epsilon}\right)(.)\right\|_{\infty}^{p_{3}} \\
& +\lim _{\epsilon \rightarrow 0} \epsilon \int_{\mathbb{R}}\left|T\left(f_{1, \epsilon}, f_{2, \epsilon}\right)(x)\right|^{p_{3}} d x .
\end{aligned}
$$

Here we have used that $p_{3}<1$. For $p_{3} \geq 1$ also, it can be done with a constant depending on $p_{3}$. Using (25) we obtain,

$$
\begin{equation*}
J_{R_{0}} \leq \frac{\delta}{2}+\lim _{\epsilon \rightarrow 0} \epsilon \int_{\mathbb{R}}\left|T\left(f_{1, \epsilon}, f_{2, \epsilon}\right)(x)\right|^{p_{3}} d x \tag{26}
\end{equation*}
$$

As $\delta$ is arbitrarily small, putting all this together we obtain

$$
\begin{aligned}
\left\|B\left(P_{1}, P_{2}\right)\right\|_{B^{p_{3}}(\mathbb{R})} & \leq \lim _{\epsilon \rightarrow 0} \epsilon^{\frac{1}{p_{3}}}\left\|T\left(f_{1, \epsilon}, f_{2, \epsilon}\right)(x)\right\|_{p_{3}} \\
& \leq C \lim _{\epsilon \rightarrow 0} \epsilon^{\frac{1}{p_{1}}}\left\|f_{1, \epsilon}\right\|_{p_{1}} \epsilon^{\frac{1}{p_{2}}}\left\|f_{2, \epsilon}\right\|_{p_{2}} \\
& =C\left\|P_{1}\right\|_{B^{p_{1}}(\mathbb{R})}\left\|P_{2}\right\|_{B^{p_{2}}(\mathbb{R})} .
\end{aligned}
$$

Here in the last step we have used Lemma 3.2. This proves the sufficient part.
Converse. Let $f, g \in \mathcal{S}(\mathbb{R})$ be compactly supported functions. Without loss of generality we can assume that the supports of $f$ and $g$ are contained in $[-N / 2, N / 2]$ for some large $N \in \mathbb{N}$. Let $f_{N}^{\sharp}$ and $g_{N}^{\sharp}$ be the $N$ periodic extensions of $f$ and $g$ respectively. Note that $\hat{f}_{N}^{\sharp}$ and $\hat{g}_{N}^{\sharp}$ are supported in $\frac{1}{N} \mathbb{Z}$ and satisfy

$$
\begin{aligned}
& \hat{f}_{N}^{\sharp}\left(\frac{n}{N}\right)=\frac{1}{N} \hat{f}\left(\frac{n}{N}\right), \quad \hat{g}_{N}^{\sharp}\left(\frac{n}{N}\right)=\frac{1}{N} \hat{g}\left(\frac{n}{N}\right) . \\
& T(f, g)(x)=\int_{\mathbb{R}} \int_{\mathbb{R}} \hat{f}(\xi) \hat{g}(\eta) m(\xi, \eta) e^{2 \pi i x(\xi+\eta)} d \xi d \eta \\
&=\lim _{N \rightarrow \infty} \frac{1}{N^{2}} \sum_{n, k \in \mathbb{Z}} \hat{f}\left(\frac{n}{N}\right) \hat{g}\left(\frac{k}{N}\right) m\left(\frac{n}{N}, \frac{k}{N}\right) e^{2 \pi i x \frac{n+k}{N}} \\
&=\lim _{N \rightarrow \infty} \sum_{t, s} \hat{f}_{N}^{\sharp}(t) \hat{g}_{N}^{\sharp}(s) m(t, s) e^{2 \pi i x(t+s)} \\
&=\lim _{N \rightarrow \infty} B\left(f_{N}^{\sharp}, g_{N}^{\sharp}\right)(x) .
\end{aligned}
$$

Note that for each $N, B\left(f_{N}^{\sharp}, g_{N}^{\sharp}\right)$ is an $N$ periodic function. Hence for $0<p<\infty$ we have

$$
\left\|B\left(f_{N}^{\sharp}, g_{N}^{\sharp}\right)\right\|_{B^{p}(\mathbb{R})}^{p}=N^{-1} \int_{-N / 2}^{N / 2}\left|B\left(f_{N}^{\sharp}, g_{N}^{\sharp}\right)(x)\right|^{p} d x .
$$

It suffices to prove that for large $L>0$

$$
\int_{-L}^{L}|T(f, g)(x)|^{p_{3}} d x \leq C\|f\|_{p_{1}}^{p_{3}}\|g\|_{p_{2}}^{p_{3}}
$$

with a constant $C$ independent of the parameter $L$. Consider

$$
\begin{aligned}
\int_{-L}^{L}|T(f, g)(x)|^{p_{3}} d x & \leq \liminf _{N \rightarrow \infty} \int_{-L}^{L}\left|B\left(f_{N}^{\sharp}, g_{N}^{\sharp}\right)(x)\right|^{p_{3}} d x \\
& \leq \liminf _{N \rightarrow \infty} N\left\|B\left(f_{N}^{\sharp}, g_{N}^{\sharp}\right)\right\|_{B^{p_{3}}(\mathbb{R})}^{p_{3}} \\
& \leq C \liminf _{N \rightarrow \infty} N\left\|f_{N}^{\sharp}\right\|_{B^{p_{1}}(\mathbb{R})}^{p_{3}}\left\|g_{N}^{\sharp}\right\|_{B^{p_{2}}(\mathbb{R})}^{p_{3}} \\
& =C\|f\|_{p_{1}}^{p_{3}}\|g\|_{p_{2}}^{p_{3}} .
\end{aligned}
$$

Last equality is obtained by using Lemma 3.3. Hence the result follows.

## 4. Restriction from $\mathbb{R}^{\boldsymbol{n}}$ to $\mathbb{R}^{\boldsymbol{k}}$

In this section, we prove the bilinear analogue of a result due to de Leeuw, regarding restriction of multipliers from $\mathbb{R}^{n}$ to $\mathbb{R}^{k}$ for $k<n$. For $p_{3} \geq 1$, it has been proved by Diestel and Grafakos [8]. The authors used duality to prove their result, but for $p_{3}<1$ duality arguments are not permissible. We extend this result to the entire range of the exponents $p_{1}, p_{2}$ and $p_{3}$ by using a different idea.

Let $m\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}, \eta_{1}, \eta_{2}, \ldots, \eta_{n}\right)$ be a bounded continuous function defined on $\mathbb{R}^{n} \times \mathbb{R}^{n}$. Let $k<n$, for fixed $\xi_{k+1}, \ldots, \xi_{n}, \eta_{k+1}, \ldots, \eta_{n} \in \mathbb{R}$ consider the function $m_{k}\left(\xi_{1}, \ldots, \xi_{k}, \eta_{1}, \ldots, \eta_{k}\right)=m\left(\xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{n}\right)$. Then we have the following theorem

Theorem 4.1. Let $m \in M_{p_{1}, p_{2}}^{p_{3}}\left(\mathbb{R}^{n}\right)$ be a continuous function. Then $m_{k} \in M_{p_{1}, p_{2}}^{p_{3}}\left(\mathbb{R}^{k}\right)$ defined as above. Moreover, $\left\|m_{k}\right\| \leq\|m\|$.

To avoid notational complications, we will prove the above theorem for $n=2$ and $k=1$. The general case follows similarly. We will first prove the following lemma.

Lemma 4.2. Let $m\left(\xi_{1}, \xi_{2}, \eta_{1}, \eta_{2}\right) \in M_{p_{1}, p_{2}}^{p_{3}}\left(\mathbb{R}^{2}\right)$. For $\xi_{0}, \eta_{0} \in \mathbb{R}$ and $t>0$ consider the functions $m_{0}\left(\xi_{1}, \xi_{2}, \eta_{1}, \eta_{2}\right)=m\left(\xi_{1}, \xi_{0}+\xi_{2}, \eta_{1}, \eta_{0}+\eta_{2}\right)$ and $m_{t}\left(\xi_{1}, \xi_{2}, \eta_{1}, \eta_{2}\right)=m\left(\xi_{1}, t \xi_{2}, \eta_{1}, t \eta_{2}\right)$. Then $m_{0}, m_{t} \in M_{p_{1}, p_{2}}^{p_{3}}\left(\mathbb{R}^{2}\right)$ with $\left\|m_{0}\right\|=\left\|m_{t}\right\|=\|m\|$.

Proof: Let $T_{0}, T_{t}$ be the operators associated with $m_{0}$ and $m_{t}$ respectively. Note that for $f, g \in \mathcal{S}\left(\mathbb{R}^{2}\right)$,

$$
\begin{equation*}
T_{0}(f, g)(x, y)=e^{2 \pi i y\left(\xi_{0}+\eta_{0}\right)} T\left(M_{0, \xi_{0}} f, M_{0, \eta_{0}} g\right)(x, y) \tag{27}
\end{equation*}
$$

where $M_{\xi, \eta} f(x, y)=e^{2 \pi i(x \xi+y \eta)} f(x, y)$ and

$$
\begin{equation*}
T_{t}(f, g)(x, y)=T\left(D_{1, t} f, D_{1, t} g\right)(x, y / t) \tag{28}
\end{equation*}
$$

where $D_{s, t} f(x, y)=f(s x, t y)$.
Hence the lemma follows.
Proof of Theorem 4.1: For fixed $\xi_{0}, \eta_{0} \in \mathbb{R}$, write $\xi=\left(\xi_{1}, \xi_{0}\right)$ and $\eta=$ $\left(\eta_{1}, \eta_{0}\right)$. For $f, g \in \mathcal{S}(\mathbb{R})$ consider

$$
\begin{aligned}
& \left\|T_{m_{1}}(f, g)\right\|_{p_{3}}^{p_{3}} \\
& \quad=\int_{\mathbb{R}}\left|\int_{\mathbb{R}^{2}} \hat{f}\left(\xi_{1}\right) \hat{g}\left(\eta_{1}\right) m(\xi, \eta) e^{2 \pi i x\left(\xi_{1}+\eta_{1}\right)} d \xi_{1} d \eta_{1}\right|^{p_{3}} d x \\
& \quad=\pi^{-\frac{1}{2}} \int_{\mathbb{R}^{2}} e^{-\pi y^{2}}\left|\int_{\mathbb{R}^{2}} \hat{f}\left(\xi_{1}\right) \hat{g}\left(\eta_{1}\right) m(\xi, \eta) e^{2 \pi i x\left(\xi_{1}+\eta_{1}\right)} d \xi_{1} d \eta_{1}\right|^{p_{3}} d x d y \\
& \quad=\pi^{-\frac{1}{2}} \int_{\mathbb{R}^{2}}\left|\int_{\mathbb{R}^{2}} \hat{f}\left(\xi_{1}\right) \hat{g}\left(\eta_{1}\right) m(\xi, \eta) e^{2 \pi i x\left(\xi_{1}+\eta_{1}\right)} e^{\frac{-\pi y^{2}}{p_{3}}} d \xi_{1} d \eta_{1}\right|^{p_{3}} d x d y
\end{aligned}
$$

Let $F(x, y)=f(x) e^{\frac{-\pi y^{2}}{p_{1}}}$ and $G(x, y)=g(x) e^{\frac{-\pi y^{2}}{p_{2}}}$, then

$$
\begin{aligned}
\left\|T_{m_{1}}(f, g)\right\|_{p_{3}}^{p_{3} \leq \pi^{-\frac{1}{2}}} \lim _{t \rightarrow 0} & \int_{\mathbb{R}^{2}} \mid \int_{\mathbb{R}^{4}} \hat{F}\left(\xi_{1}, \xi_{2}\right) \hat{G}\left(\eta_{1}, \eta_{2}\right) \\
& \times\left. m_{0, t}(\xi, \eta) e^{2 \pi i\left(x\left(\xi_{1}+\eta_{1}\right)+y\left(\xi_{2}+\eta_{2}\right)\right)} d \bar{\xi} d \bar{\eta}\right|^{p_{3}} d x d y
\end{aligned}
$$

where $m_{0, t}(\xi, \eta)=m\left(\xi_{1}, \xi_{0}+t \xi_{2} ; \eta_{1}, \eta_{0}+t \eta_{2}\right)$ and $d \bar{\xi} d \bar{\eta}=d \xi_{1} d \xi_{2} d \eta_{1} d \eta_{2}$.

Using Lemma 4.2, we see that $m_{0, t} \in M_{p_{1}, p_{2}}^{p_{3}}\left(\mathbb{R}^{2}\right)$ and $\left\|m_{0, t}\right\|=\|m\|$.

$$
\left\|T_{m_{1}}(f, g)\right\|_{p_{3}}^{p_{3}} \leq \pi^{-\frac{1}{2}}\|m\|^{p_{3}}\|F\|_{p_{1}}^{p_{3}}\|G\|_{p_{2}}^{p_{3}} .
$$

This completes the proof.
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