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Abstract

In this article, we consider the stochastic wave equation on the real line driven by
a linear multiplicative Gaussian noise, which is white in time and whose spatial
correlation corresponds to that of a fractional Brownian motion with Hurst index
H ∈ (14 ,

1
2). Initial data are assumed to be constant. First, we prove that this

equation has a unique solution (in the Skorohod sense) and obtain an exponential
upper bound for the p-th moment of the solution, for any p ≥ 2. Condition H > 1

4
turns out to be necessary for the existence of solution. Secondly, we show that this
solution coincides with the one obtained by the authors in a recent publication, in
which the solution is interpreted in the Itô sense. Finally, we prove that the solution
of the equation in the Skorohod sense is weakly intermittent.

MSC 2010: Primary 60H15; 37H15

Keywords: stochastic partial differential equations; Malliavin calculus; stochastic wave
equation; intermittency

∗Department of Mathematics and Statistics, University of Ottawa, 585 King Edward Avenue, Ottawa,
ON, K1N 6N5, Canada. E-mail address: rbalan@uottawa.ca. Research supported by a grant from the
Natural Sciences and Engineering Research Council of Canada.
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1 Introduction

In this article, we continue the investigations from the recent article [3], by focusing on
the stochastic wave equation with constant initial conditions and a linear term σ(u) = λu
multiplying the noise:





∂2u

∂t2
(t, x) =

∂2u

∂x2
(t, x) + λu(t, x)Ẋ(t, x), t > 0, x ∈ R

u(0, x) = η, x ∈ R
∂u

∂t
(0, x) = 0, x ∈ R

(1)

where λ ∈ R and η ∈ R. To avoid trivial situations, we assume that λ 6= 0 and η 6= 0.
This problem is known in the literature as the Hyperbolic Anderson Model, by analogy
with its parabolic counterpart.

As in reference [3], we assume that the noise Ẋ is white in time and behaves in space
like the formal derivative of a fractional Brownian motion with Hurst index H ∈ (1

4
, 1
2
).

This noise is given by a zero-mean Gaussian process X = {X(ϕ);ϕ ∈ D(R+×R)}, defined
on a complete probability space (Ω,F, P ), with covariance:

E[X(ϕ)X(ψ)] =

∫ ∞

0

∫

R
Fϕ(t, ·)(ξ)Fψ(t, ·)(ξ)µ(dξ)dt, ϕ, ψ ∈ D(R+ × R),

where D(R+×R) is the space of infinitely differentiable functions on R+×R with compact
support, and Fϕ(t, ·) is the Fourier transform of the function ϕ(t, ·), defined by:

Fϕ(t, ·)(ξ) =

∫

R
e−iξxϕ(t, x)dx, ξ ∈ R.

We assume that the measure µ is given by µ(dξ) = cH |ξ|1−2Hdξ, with 1
4
< H < 1

2
and

cH =
Γ(2H + 1) sin(πH)

2π
.

Since the Fourier transform of µ in the space S ′(R) of tempered distributions on R is
not a locally integrable function, the noise X is not of the same form as the one considered
by Robert Dalang in his seminal article [9], and the stochastic integral with respect to X
was constructed in [3] using different methods.

In the present article, the solution of equation (1) is defined using the divergence oper-
ator from Malliavin calculus, as opposed to the Itô-type stochastic integral used in article
[3]. We say that the two solutions are interpreted in the Skorohod sense, respectively the
Itô sense. Nevertheless, we will show that the two solutions coincide, by extending to the
case of the noise X a classical result from Malliavin calculus which says that the Skoro-
hod integral of a measurable and adapted process with respect to the Brownian motion
coincides with its Itô integral (see Section 4 for details.)
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In the first part of the paper, we show that equation (1) has a unique solution (in the
Skorohod sense), whose moments of order p ≥ 2 are bounded by an exponential function
of t, up to some constants; see Theorem 3.4 for the precise statement. The proof of this
result is based on Malliavin calculus techniques. More precisely, we write the Wiener
chaos expansion of the solution u(t, x) in the Skorohod sense, and we estimate the second
moment of each multiple Wiener integral which appear in this expansion, following very
closely the method used in [18] for the parabolic case.

This methodology has been used in the case of the stochastic heat equation in [14,
15, 16, 4], and also in the recent paper [18], in which the noise is the same as the one
considered in the present article. In fact, article [18] contains a thorough analysis of
the heat equation with a general diffusion coefficient σ(u) multiplying the noise. On
the other hand, the stochastic wave equation driven by a noise different than the one
considered here (either smoother in space or fractional in time) was studied in references
[11, 10, 1, 2]. Finally, the stochastic wave and heat equations with an affine diffusion
coefficient σ(u) = au + b and the same noise X as here have been studied in the recent
article [3], using the classical method of Picard iterations, the solution being interpreted
in the Itô sense. As explained above, it turns out that the solution to equation (1) in
the Skorohod sense coincides with the one obtained in [3]. The advantage of the method
based on the Wiener chaos expansion is that it allows us obtain estimates for the p-th
moments of the solution, which lead to the weak intermittency property of the solution.

Recently, there has been a lot of interest in studying the intermittency property of
solutions to stochastic partial differential equations, such as the stochastic heat and wave
equations. For the former, we refer the reader to [5, 7, 13, 6, 17]. On the other hand,
intermittency for the solution of the stochastic wave equation driven by a noise which
is white in time and has a smoother space correlation than the one considered here was
studied in [10, 8]. Finally, in [2], it was proved that the solutions to the stochastic wave and
heat equations exhibit an intermittency-type property, even when the noise is fractional
in time and has the same spatial correlation as in Dalang’s article [9].

The notion of intermittency which will be considered here is weak intermittency, which
is defined as follows. Recall that the lower and upper Lyapunov exponents of order p ≥ 2
of the random field u = {u(t, x); t ≥ 0, x ∈ R} which solves equation (1) are defined,
respectively, by:

γ(p) := lim inf
t→∞

1

t
inf
x∈R

logE|u(t, x)|p (2)

and

γ(p) := lim sup
t→∞

1

t
sup
x∈R

logE|u(t, x)|p. (3)

The goal of the present article is to prove that u is weakly intermittent, which means that

γ(2) > 0 and γ(p) <∞ for all p ≥ 2.

The physical interpretation of this property is that, as time becomes large, the paths of
the random field u exhibit very high peaks concentrated on small spatial islands.
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We observe that, in most of the references cited above, a weaker notion of weak inter-
mittence has been considered, namely γ(2) > 0 and γ(p) < +∞ for all p ≥ 2.

As noticed in [1], the fact that γ(p) < ∞ for all p ≥ 2 is a direct consequence of
the second moment estimate obtained for the n-th term appearing in the Wiener chaos
expansion of u(t, x). Condition γ(2) > 0 turns out to be more delicate and is proved
by showing that the second moment of the solution admits a lower exponential estimate.
Though our noise is rougher than the one considered in some related references, e.g.
[13], where the above-mentioned weaker notion of weak intermittency is considered, we
succeeded to write a rather simplified proof of γ(2) > 0 by taking advantage of the noise’s

roughness. More precisely, the fact that H < 1
2

implies that the function ξ → ξ1−2H is
increasing on R+, which allowed us to find a suitable lower bound for γ(2); see the proof
of Theorem 5.1 for details.

We notice that, though intermittency properties for the parabolic Anderson model
driven by the noise X have already been studied in [18], the proof of our Theorem 5.1
also works in this latter case; see Remark 5.3.

Finally, we should mention that, as in [3] and [18], we were not able to eliminate of
the restriction H > 1

4
, which is needed for the existence of the solution. This restriction

might have a deeper meaning, but from the technical point of view, it comes from the
requirement ∫

R
|FG(t, ·)(ξ)|2|ξ|2(1−2H)dξ <∞,

which arises naturally in our calculations. Here G(t, x) = 1
2
1{|x|<t}, t > 0 and x ∈ R, is

the fundamental solution of the wave equation in R. Indeed, we prove that H > 1
4

is a
necessary condition for the existence of the solution to equation (1) with noise X with
0 < H < 1

2
(see Proposition 3.5).

The paper is organized as follows. In Section 2, we present the Malliavin calculus
setting associated to our noise and introduce the tools needed in the sequel. In Section 3,
we prove that equation (1) has a unique solution in the Skorohod sense. In Section 4, we
compare the solution obtained in the previous section with the Itô-type solution studied
in [3]. An important step here is to compare the Skorohod-type integral with respect
to our noise with the Itô-type integral defined in the latter reference. This result is of
independent interest and is proved in Appendix A. Finally, in Section 5, we prove that
the solution to equation (1) is weakly intermittent, in the sense described above.

Along the paper we use the notation C for any positive real constant, independently
of its value.

2 Preliminaries on Malliavin calculus

In order to give a meaning of solution to equation (1), we use an approach based on
Malliavin calculus with respect to the isonormal Gaussian process determined by the
noise Ẋ. We describe briefly this procedure. We refer to [20] for more details.
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Let H be the completion of D(R+ × R) with respect to 〈·, ·〉H, where

〈ϕ, ψ〉H :=

∫ ∞

0

∫

R
Fϕ(t, ·)(ξ)Fψ(t, ·)(ξ)µ(dξ)dt.

The map ϕ 7→ X(ϕ) ∈ L2(Ω) is an isometry which can be extended to H. We denote this
map by

X(ϕ) =

∫ ∞

0

∫

R
ϕ(t, x)X(dt, dx), ϕ ∈ H.

We say that X(ϕ) is the Wiener integral of ϕ with respect to X. Then, {X(ϕ);ϕ ∈
H} defines an isonormal Gaussian process and we can develop the Malliavin calculus
techniques based on it.

Recall that the square of the norm in H can also be written as follows:

‖ϕ‖2H = CH

∫ ∞

0

∫

R

∫

R
|ϕ(x)− ϕ(y)|2|x− y|2−2H dxdydt,

where CH = H(1− 2H)/2.
Moreover, it can be seen that H is a space of functions in both variables t and x; see

[19] for the proof of this fact, in the case when the noise is independent of t.
Let G be the σ-field generated by {X(ϕ);ϕ ∈ H}. By Theorem 1.1.1 of [20], every

random variable F ∈ L2(Ω,G, P ) has the Wiener chaos expansion:

F = E(F ) +
∑

n≥1
Fn with Fn ∈ Hn,

where Hn is the n-th Wiener chaos space associated to X.
Each random variable F ∈ Hn can be represented as F = In(f) for some f ∈ H⊗n,

where H⊗n is the n-th tensor product of H and In : H⊗n → Hn is the multiple Wiener
integral with respect to X (see, e.g. [20, Prop. 1.1.4]). In our case, the norm in H⊗n is
given by:

‖f‖2H⊗n =

∫

Rn+

∫

Rn
|Ff(t1, ·, . . . , tn, ·)(ξ1, . . . , ξn)|2µ(dξ1) . . . µ(dξn)dt1 . . . dtn. (4)

For any f ∈ H⊗n,
In(f) = In(f̃) (5)

and
E|In(f)|2 = E|In(f̃)|2 = n! ‖f̃‖2H⊗n ,

where f̃ is the symmetrization of f in all n variables:

f̃(t1, x1, . . . , tn, xn) =
1

n!

∑

ρ∈Sn
f(tρ(1), xρ(1), . . . , tρ(n), xρ(n)),
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and we denote by Sn the set of all permutations of {1, . . . , n}. By the orthogonality of
the Wiener chaos spaces, for any f ∈ Hn and g ∈ Hm,

E[In(f)Im(g)] =

{
n! 〈f̃ , g̃〉H⊗n if n = m
0 if n 6= m

(6)

The Wiener chaos expansion of F ∈ L2(Ω,G, P ) becomes:

F =
∑

n≥0
In(fn) =

∑

n≥0
In(f̃n),

where fn ∈ H⊗n for n ≥ 1, f0 = f̃0 = E(F ) and I0 : R → R is the identity map. Using
again the orthogonality of the Wiener chaos spaces, we obtain that

E|F |2 =
∑

n≥0
E|In(fn)|2 =

∑

n≥0
n! ‖f̃n‖2H⊗n .

Let S be the class of smooth random variables of the form

F = f(X(ϕ1), . . . , X(ϕn)), (7)

where f ∈ C∞b (Rn), ϕi ∈ H, n ≥ 1, and C∞b (Rn) is the class of bounded C∞-functions on
Rn, whose partial derivatives of all orders are bounded. The Malliavin derivative of F
of the form (7) is an H-valued random variable given by:

DF :=
n∑

i=1

∂f

∂xi
(X(ϕ1), . . . , X(ϕn))ϕi.

We endow S with the norm ‖F‖D1,2 := (E|F |2)1/2 + (E‖DF‖2H)1/2. The operator D can
be extended to the space D1,2, the completion of S with respect to ‖ · ‖D1,2 .

The divergence operator δ is defined as the adjoint of the operator D. The domain
of δ, denoted by Dom δ, is the set of u ∈ L2(Ω;H) such that

|E〈DF, u〉H| ≤ c(E|F |2)1/2, ∀F ∈ D1,2,

where c is a constant depending on u. If u ∈ Dom δ, then δ(u) is the element of L2(Ω)
characterized by the following duality relation:

E(Fδ(u)) = E〈DF, u〉H, ∀F ∈ D1,2. (8)

In particular, E[δ(u)] = 0. If u ∈ Dom δ, we use the notation

δ(u) =

∫ ∞

0

∫

Rd
u(t, x)X(δt, δx),

and we say that δ(u) is the Skorohod integral of u with respect to X.

The following result is the analogue of Proposition 1.3.7 of [20] for the noise X.

6



Proposition 2.1. Let u ∈ L2(Ω;H) such that for each t > 0 and x ∈ R, u(t, x) ∈
L2(Ω,G, P ) has the Wiener chaos expansion

u(t, x) =
∑

n≥0
In(fn(·, t, x)),

for some fn(·, t, x) ∈ H⊗n. Then u ∈ Dom δ if and only if the series
∑

n≥1 In+1(fn)
converges in L2(Ω). In this case,

δ(u) =
∑

n≥0
In+1(fn) =

∑

n≥0
In+1(f̃n),

where f̃n is the symmetrization of fn in all n+ 1 variables.

3 Solution in the Skorohod sense

In this section, we define the concept of solution to equation (1) in the Skorohod sense,
and we prove that this solution exists and is unique. As a by-product of this procedure,
we obtain immediately an exponential upper bound for the p-th moment of the solution,
which means that γ(p) <∞ for any p ≥ 2. Moreover, we also prove that condition H > 1

4

is necessary for the existence and uniqueness of solution to equation (1).

Let G be the Green function of the wave operator on R+ × R, i.e.

G(t, x) =
1

2
1{|x|<t}, t > 0, x ∈ R.

We consider the filtration

Ft = σ({X(1[0,s]ϕ); 0 ≤ s ≤ t, ϕ ∈ D(R)}) ∨N , t ≥ 0,

where N = {F ∈ F;P (F ) = 0}.

Definition 3.1. We say that a process u = {u(t, x); t ≥ 0, x ∈ Rd} is a solution of (1)
(in the Skorohod sense) if, for any t ≥ 0 and x ∈ R, E|u(t, x)|2 <∞ and

u(t, x) = η +

∫ t

0

∫

R
G(t− s, x− y)λu(s, y)X(δs, δy), (9)

i.e. the process v(t,x) = {1[0,t](s)λG(t − s, x − y)u(s, y); s ≥ 0, y ∈ R} belongs to Dom δ
and u(t, x) = η + δ(v(t,x)).

To see when the solution exists, for any t > 0 and x ∈ R, we define f0(t, x) = η, and

fn(t1, x1, . . . , tn, xn, t, x)

= λnG(t− tn, x− xn) . . . G(t2 − t1, x2 − x1) η1{0<t1<...<tn<t}, (10)

7



for n ≥ 1. We let f̃0(t, x) = η and for n ≥ 1, we let f̃n(·, t, x) be the symmetrization of
fn(·, t, x):

f̃n(t1, x1, . . . , tn, t, x)

= η
λn

n!

∑

ρ∈Sn
G(t− tρ(n), x− xρ(n)) . . . G(tρ(2) − tρ(1), xρ(2) − xρ(1))1{0<tρ(1)<...<tρ(n)<t}.

(11)

The main result of the section (see Theorem 3.4 below) is based on the following propo-
sition.

Proposition 3.2. Equation (1) has a solution if and only if, for any t > 0 and x ∈ R, it
holds ∑

n≥0
n! ‖f̃n(·, t, x)‖2H⊗n <∞. (12)

In this case, the solution u = {u(t, x); t ≥ 0, x ∈ R} is unique and has the Wiener chaos
expansion:

u(t, x) =
∑

n≥0
In(fn(·, t, x)), (13)

with kernels fn(·, t, x), n ≥ 1 given by (10) and f0(t, x) = η. Moreover, for any t ≥ 0 and
x ∈ R,

E|u(t, x)|2 =
∑

n≥0
n! ‖f̃n(·, t, x)‖2H⊗n .

Proof. We use the same argument as on p. 302-303 of [15] for the Parabolic Anderson
Model (with a noise different than here). Assume that a solution u = {u(t, x)} to equation
(1) exists. Since u(t, x) ∈ L2(Ω,G, P ), it has the Wiener chaos expansion (13) for some
fn(·, t, x) ∈ H⊗n for n ≥ 1 and f0(t, x) = η.

We fix t > 0 and x ∈ R and we write the Wiener chaos expansion for the variable u(s, y)
for s ∈ [0, t] and y ∈ R. We multiply this by the deterministic function 1[0,t](s)λG(t −
s− x− y). It follows that the process v(t,x) given in Definition 3.1 has the Wiener chaos

expansion v(t,x)(s, y) =
∑

n≥0 In(g
(t,x)
n (·, s, y)), with kernels:

g(t,x)n (·, s, y) = 1[0,t](s)λG(t− s, x− y)f̃n(·, s, y), (14)

being f̃n(·, s, y) the symmetrization of fn(·, s, y) in the first n variables.

By Proposition 2.1, v(t,x) ∈ Dom δ if and only if
∑

n≥0 In+1(g
(t,x)
n ) converges in L2(Ω).

In this case, δ(v(t,x)) =
∑

n≥0 In+1(g
(t,x)
n ) and relation u(t, x) = η + δ(v(t,x)) becomes:

∑

n≥0
In(fn(·, t, x)) = η +

∑

n≥0
In+1(g

(t,x)
n ). (15)
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We denote by g̃
(t,x)
n the symmetrization of g in all n+ 1 variables, i.e.

g̃
(t,x)
n (t1, x1, . . . , tn, xn, s, y)

=
1

n+ 1

[
g(t,x)n (t1, x1, . . . , tn, xn, s, y)

+
n∑

i=1

g(t,x)n (t1, x1, . . . , ti−1, xi−1, s, y, ti+1, xi+1, . . . , tn, xn, ti, xi)
]

Relation (15) can be written also as:

η +
∑

n≥0
In+1(f̃n+1(·, t, x)) = η +

∑

n≥0
In(g̃

(t,x)
n ).

By the uniqueness of the Wiener chaos expansion with symmetric kernels (see Theorem
1.1.2 of [20]), we infer that for any n ≥ 0,

f̃n+1(·, t, x) = g̃
(t,x)
n ,

that is

f̃n+1(t1, x1, . . . , tn, xn, tn+1, xn+1, t, x) = g̃
(t,x)
n (t1, x1, . . . , tn, xn, tn+1, xn+1).

This allows us to find f̃n(·, t, x) recursively:

f̃1(t1, x1, t, x) = g̃
(t,x)
0 (t1, x1) = 1[0,t](t1)λG(t− t1, x− x1)η

f̃2(t1, x1, t2, x2, t, x) = g̃
(t,x)
1 (t1, x1, t2, x2)

=
1

2

[
g
(t,x)
1 (t1, x1, t2, x2) + g

(t,x)
1 (t2, x2, t1, x1)

]

=
1

2
[1[0,t](t2)λG(t− t2, x− x2)f1(t1, x1, t2, x2) +

1[0,t](t1)λG(t− t1, x− x1f1(t2, x2, t1, x1)]

=
λ2

2
[1[0,t](t2)G(t− t2, x− x2)1[0,t2](t1)G(t2 − t1, x2 − x1)η +

1[0,t](t1)G(t− t1, x− x1)1[0,t1](t2)G(t1 − t2, x1 − x2)η],

and so on. This shows that the kernels f̃n(·, t, x) must be of the form (11).

The series
∑

n≥0 In+1(g
(t,x)
n ) =

∑
n≥0 In+1(fn+1(·, t, x)) converges in L2(Ω) if and only

if (12) holds. In this case, the solution u exists and is unique, with the Wiener chaos
expansion (13) with kernels fn(·, t, x) given by (10).

We will also need the following technical result which follows from Lemma 4.5 of [17]
using the change of variable sj = t− tn+1−j for j = 1, . . . , n.
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Lemma 3.3. Let Tn(t) = {(t1, . . . , tn); 0 < t1 < . . . < tn < t} for any t > 0 and n ≥ 1.
Then, for any β1, . . . , βn > −1, we have:

In(t, β1, . . . , βn) :=

∫

Tn(t)

n∏

j=1

(tj+1 − tj)βjdt1 . . . dtn =

∏n
j=1 Γ(βj + 1)

Γ(|β|+ n+ 1)
t|β|+n,

where |β| = ∑n
j=1 βj and we denote tn+1 = t. Consequently, if there exist M > ε > 0 such

that ε ≤ βj + 1 ≤M for all j = 1, . . . , n, then

In(t, β1, . . . , βn) ≤ Cn

Γ(|β|+ n+ 1)
t|β|+n,

where C = supx∈[ε,M ] Γ(x).

At this point we proceed to state and prove the main result of the section.

Theorem 3.4. Equation (1) has a unique solution u = {u(t, x); t ≥ 0, x ∈ R} which
satisfies: for any t ≥ 0, x ∈ R and p ≥ 2,

E|u(t, x)|p ≤ |η|pC1 exp(C2|λ|2/(2H+1)p(2H+2)/(2H+1)t), (16)

where C1 and C2 are some positive constants which depend on H.

Proof. We first show the existence and uniqueness of the solution. According to Propo-
sition 3.2, the necessary and sufficient condition for the existence of the solution u is
that the series (12) is convergent. Moreover, when it converges, this series is equal to
E|u(t, x)|2.

To evaluate this series, we proceed as on page 49 of [18] in the case of the Parabolic
Anderson Model with the same noise as here, except that we have a simplified initial
condition.

We fix t > 0 and x ∈ R. We define the Fourier transform for any function ϕ ∈ L1(Rn),

Fϕ(ξ1 . . . , ξn) =

∫

Rn
e−i

∑n
j=1 ξjxjϕ(x1, . . . , xn)dx1 . . . dxn.

Let fn(·, t, x) be the kernel given by (10). By direct calculation, we obtain that

Ffn(t1, ·, . . . , tn, ·, t, x)(ξ1, . . . , ξn)

= ηλne−i(ξ1+...,+ξn)xFG(t2 − t1, ·)(ξ1)
×FG(t3 − t2, ·)(ξ1 + ξ2) . . .FG(t− tn, ·)(ξ1 + . . .+ ξn)1{0<t1<...<tn<t}

and hence

F f̃n(t1, ·, . . . , tn, ·, t, x)(ξ1, . . . , ξn)

= e−i(ξ1+...,+ξn)x
ηλn

n!

∑

ρ∈Sn
FG(tρ(2) − tρ(1), ·)(ξρ(1))

×FG(tρ(3) − tρ(2), ·)(ξρ(1) + ξρ(2)) . . .FG(t− tρ(n), ·)(ξρ(1) + . . .+ ξρ(n))

× 1{0<tρ(1)<...<tρ(n)<t}
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Using (4), we obtain that:

‖f̃n(·, t, x)‖2H⊗n

= η2λ2n
∫

(0,t)n

∫

Rn
|F f̃n(t1, ·, . . . , tn, ·)(ξ1, . . . , ξn)|2µ(dξ1) . . . µ(dξn)dt1 . . . dtn

= η2λ2n
∑

ρ∈Sn

∫

0<tρ(1)<...<tρ(n)<t

∫

Rn
|F f̃n(t1, ·, . . . , tn, ·)(ξ1, . . . , ξn)|2

µ(dξ1) . . . µ(dξn)dt1 . . . dtn

=
η2λ2n

(n!)2

∑

ρ∈Sn

∫

0<tρ(1)<...<tρ(n)<t

∫

Rn
|FG(tρ(2) − tρ(1), ·)(ξρ(1))|2

× |FG(tρ(3) − tρ(2), ·)(ξρ(1) + ξρ(2))|2 . . . |FG(t− tρ(n), ·)(ξρ(1) + . . . ξρ(n))|2
µ(dξρ(1)) . . . µ(dξρ(n))dtρ(1) . . . dtρ(n)

=
η2λ2n

n!

∫

0<t′1<...<t
′
n<t

∫

Rn
|FG(t′2 − t′1, ·)(ξ′1)|2|FG(t′3 − t′2, ·)(ξ′1 + ξ′2)|2 . . .

× |FG(t− t′n, ·)(ξ′1 + . . .+ ξ′n)|2µ(dξ′1) . . . µ(dξ′n)dt′1 . . . dt
′
n,

where for the last equality we used the change of variable ξ′j = ξρ(j) and t′j = tρ(j).
Recall that Tn(t) = {(t1, . . . , tn); 0 < t1 < . . . < tn < t}. Hence

n! ‖f̃n(·, t, x)‖2H⊗n

= η2λ2ncnH

∫

Tn(t)

∫

Rn
|FG(t2 − t1, ·)(ξ1)|2|FG(t3 − t2, ·)(ξ1 + ξ2)|2 . . .

|FG(t− tn, ·)(ξ1 + . . .+ ξn)|2|ξ1|1−2H . . . |ξn|1−2Hdt1 . . . dtn (17)

= η2λ2ncnH

∫

Tn(t)

∫

Rn
|FG(t2 − t1, ·)(η1)|2|FG(t3 − t2, ·)(η2)|2 . . . |FG(t− tn, ·)(ηn)|2

|η1|1−2H |η2 − η1|1−2H . . . |ηn − ηn−1|1−2Hdη1 . . . dηndt1 . . . dtn,

where for the last equality we used the change of variable ηj = ξ1+. . .+ξj for j = 1, . . . , n.
Using the inequality (a+ b)p ≤ ab + bp for p ∈ (0, 1) and a, b > 0, we have:

|ηj − ηj−1|1−2H ≤ (|ηj−1|+ |ηj|)1−2H ≤ |ηj−1|1−2H + |ηj|1−2H .

We use the following fact: for any finite set S and positive numbers (aj)j∈S and (bj)j∈S,

∏

j∈S
(aj + bj) =

∑

I⊂S

(∏

j∈I
aj

)
 ∏

J∈S\I
bj


 . (18)
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Hence,

n∏

j=2

|ηj − ηj−1|1−2H ≤
n∏

j=2

(|ηj−1|1−2H + |ηj|1−2H)

=
∑

I⊂{2,...,n}

(∏

j∈I
|ηj−1|1−2H

)
 ∏

j∈{2,...,n}\I
|ηj|1−2H




=
∑

I⊂{2,...,n}

( ∏

j∈I−1
|ηj|1−2H

)
 ∏

j∈{2,...,n}\I
|ηj|1−2H


 ,

where I − 1 = {j − 1; j ∈ I}. Note that the last sum can be written as

∑

α∈Dn

n∏

j=1

|ηj|αj ,

where Dn is a set of cardinality 2n−1 consisting of multi-indices α = (α1, . . . , αn) with the
following properties:

|α| =
n∑

j=1

αj = (n− 1)(1− 2H),

α1 ∈ {0, 1− 2H} and αj ∈ {0, 1− 2H, 2(1− 2H)} for j = 2, . . . , n.

Hence
n∏

j=2

|ηj − ηj−1|1−2H ≤
∑

α∈Dn

n∏

j=1

|ηj|αj . (19)

Using the notation tn+1 = t, we obtain

n! ‖f̃n(·, t, x)‖2H⊗n

≤ η2λ2ncnH

∫

Tn(t)

∫

Rn

n∏

j=1

|FG(tj+1 − tj, ·)(ηj)|2|η1|1−2H

×
∑

α∈Dn

n∏

j=1

|ηj|αjdη1 . . . dηndt1 . . . dtn

= η2λ2ncnH
∑

α∈Dn

∫

Tn(t)

(∫

R
|FG(t2 − t1, ·)(η1)|2|η1|1−2H+α1dη1

)

×
n∏

j=2

(∫

R
|FG(tj+1 − tj, ·)(ηj)|2|ηj|αjdηj

)
dt1 . . . dtn.

Note that for any α ∈ (−1, 1) and t > 0, we have: (see relation (3.3) in [3])
∫

R
|FG(t, ·)(ξ)|2|ξ|αdξ = Cαt

1−α, (20)
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where Cα > 0 is a constant which depends on α. We use this relation for 1 − 2H + α1

and for αj with j = 2, . . . , n. In order to have 2(1 − 2H) < 1 we need to assume that
H > 1/4.

It follows that:

n! ‖f̃n(·, t, x)‖2H⊗n ≤ η2λ2nCn
∑

α∈Dn

∫

Tn(t)

(t2 − t1)2H−α1

n∏

j=2

(tj+1 − tj)1−αjdt1 . . . dtn,

where C > 0 is constant depending on H. At this point, we apply Lemma 3.3 with
β1 = 2H − α1 and βj = 1 − αj for all j = 2, . . . , n. We note that βj ∈ [0, 1] for all
j = 1, . . . , n and hence, we can take ε = 1 and M = 2 in Lemma 3.3. Then

|β| =
n∑

j=1

βj = 2H + (n− 1)− |α| = 2Hn.

We obtain that

n! ‖f̃n(·, t, x)‖2H⊗n ≤ η2
λ2nCntn(2H+1)

Γ(n(2H + 1) + 1)
≤ η2

λ2nCntn(2H+1)

(n!)2H+1
, (21)

where C > 0 is a constant which depends on H. For the last inequality we used the fact
that Γ(an + 1) ≥ C(n!)a for all n ≥ 1 and for any a > 1 (see e.g. relation (68) of [2]).
Using Lemma A.1 of [2], we infer that

∑

n≥0
n! ‖f̃n(·, t, x)‖2H⊗n ≤ η2

∑

n≥0

λ2nCntn(2H+1)

(n!)2H+1
≤ η2C1 exp(|λ|2/(2H+1)C2t),

for some positive constants C1 and C2 which depend on H. This proves that the solution
exists, is unique and satisfies (16) for p = 2.

To obtain (16) for p ≥ 2 arbitrary, we proceed as in the proof of Proposition 5.1 of
[2]. We denote by ‖ · ‖p the Lp(Ω)-norm. Using Minkowski’s inequality, the equivalence
of the ‖ · ‖p-norms on a fixed Wiener chaos space Hn and (21), we have

‖u(t, x)‖p ≤
∑

n≥0
‖In(fn(·, t, x))‖p ≤

∑

n≥0
(p− 1)n/2‖In(fn(·, t, x))‖2

=
∑

n≥0
(p− 1)n/2

(
n!‖f̃n(·, t, x))‖2H⊗n

)1/2

≤ |η|
∑

n≥0
(p− 1)n/2

|λ|nCn/2tn(H+1/2)

(n!)H+1/2
.

Using again Lemma A.1 of [2], we obtain:

‖u(t, x)‖p ≤ |η|C1 exp(C2|λ|2/(2H+1)p1/(2H+1)t).

Relation (16) follows taking power p.
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Finally, the optimality of the condition H > 1
4

is addressed in the following proposition.

Proposition 3.5. Assume that H ∈ (0, 1
2
) and that equation (1) admits a unique solution

in the Skorohod sense. Then H > 1
4
.

Proof. By Proposition 3.2, equation (1) has a solution if and only if condition (12) holds.
Note that, for any n ≥ 1, in (17) we proved that

n! ‖f̃n(·, t, x)‖2H⊗n

= η2λ2ncnH

∫

Tn(t)

∫

Rn
|FG(t2 − t1, ·)(η1)|2|FG(t3 − t2, ·)(η2)|2 . . . |FG(t− tn, ·)(ηn)|2

× |η1|1−2H |η2 − η1|1−2H . . . |ηn − ηn−1|1−2Hdη1 . . . dηndt1 . . . dtn,
where we recall that Tn(t) = {(t1, . . . , tn); 0 < t1 < . . . < tn < t}. Assume that n ≥ 2
and note that if a, b ∈ R have opposite signs, then |a − b| = |a| + |b|. Based on this
simple observation, we estimate from below the integral with respect to (η1, η2) ∈ R2 by
the integral on the set (η1, η2) ∈ R+ × R− and use that, for any (η1, η2) ∈ R+ × R−, we
have

|η2 − η1| = |η1|+ |η2| ≥ |η1|.
Hence

|η2 − η1|1−2H ≥ |η1|1−2H

since the function ξ 7→ ξ1−2H is increasing on R (because 1 − 2H > 0). Then, by Fubini
theorem,

n! ‖f̃n(·, t, x)‖2H⊗n ≥ η2λ2ncnH

∫

Tn(t)

(∫

R+

|FG(t2 − t1, ·)(η1)|2|η1|2−4H dη1
)

×
∫

R−

∫

Rn−2

|FG(t3 − t2, ·)(η2)|2 . . . |FG(t− tn, ·)(ηn)|2

× |η3 − η2|1−2H · · · |ηn − ηn−1|1−2Hdη2 . . . dηndt1 . . . dtn.

For all r > 0, the function FG(r, ·)(η1) = sin(r|η1|)
|η1| is symmetric, which implies

∫

R+

|FG(r, ·)(η1)|2|η1|2−4H dη1 =
1

2

∫

R
|FG(r, ·)(η1)|2|η1|2−4H dη1,

and the latter integral is convergent if and only if H ∈ (1
4
, 3
4
) (see [3, Eq. (3.3)]). This

concludes the proof.

4 Solution in the Itô sense

In this section, we introduce the concept of solution of equation (1) in the Itô sense, as
defined in [3], and we show that this solution coincides with the solution in the Skorohod
sense defined in the Section 3.
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We recall from Section 2.2 of [3] the construction of the stochastic integral with respect
to the noise X. We say that g is an elementary process on R+ × R if it is of the form

g(ω, t, x) = Y (ω)1(a,b](t)1(v,w](x), (22)

where 0 ≤ a < b ≤ T , Y is a R-valued bounded Fa-measurable random variable, and
v, w ∈ R with v < w. The integral of a process g of the form (22) with respect to X is
defined by:

(g ·X)t :=

∫ t

0

∫

R
g(s, x)X(ds, dx) = Y (Xt∧b((v, w])−Xt∧a((v, w])).

This definition is extended to the set Er of all linear combinations of elementary processes.
For any process g ∈ Er and for any T > 0, we have

E

∣∣∣∣
∫ T

0

∫

R
g(t, x)X(dt, dx)

∣∣∣∣
2

= E

∫ T

0

∫

R
|Fg(t, ·)(ξ)|2µ(dξ)dt =: ‖g‖20,T .

We fix T > 0. Then the map g 7→ g · X is an isometry which is extended to the
completion PT0 of Er with respect to the norm ‖g‖20,T . For any g ∈ PT0 , we say that

(g ·X)t =

∫ t

0

∫

R
g(s, x)X(ds, dx), t ∈ [0, T ]

is the Itô integral of g with respect to X.

Following [3], we have the following definition.

Definition 4.1. We say that a random field u = {u(t, x); t ∈ [0, T ] × R} is a solution
of (1) (in the Itô sense) if, for any (t, x) ∈ [0, T ]× R,

u(t, x) = η +

∫ t

0

∫

R
G(t− s, x− y)λu(s, y)X(ds, dy) a.s. (23)

By Theorem 1.1 of [3], we know that (1) has a unique solution in the Itô sense, which
is obtained as the limit of the sequence (un)n≥0 of Picard iterations, given by: u0(t, x) = η
and

un+1(t, x) = η +

∫ t

0

∫

R
G(t− s, x− y)λun(s, y)X(ds, dy), n ≥ 0. (24)

The following result is the analogue of Proposition 1.3.11 of [20] for the noise X; see
also Theorem 2.9 of [12]. Its proof is included in Appendix A, for the sake of completeness.

Theorem 4.2. Let u = {u(t, x); t ≥ 0, x ∈ R} be a process such that u restricted to [0, T ]
belongs to PT0 for any T > 0. Then for any t > 0, u1[0,t] ∈ Dom δ and its Skorohod
integral coincides with the Itô integral, that is

∫ ∞

0

∫

R
u(s, x)1[0,t](s)X(δs, δx) =

∫ t

0

∫

R
u(s, x)X(ds, dx).
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The following result is an immediate consequence of Theorem 4.2.

Theorem 4.3. The solution of equation (1) in the Itô sense coincides with the solution
of (1) in the Skorohod sense. Moreover, the n-th Picard iteration is given by a predictable
modification of

un(t, x) =
n∑

k=0

Ik(fk(·, t, x)), (25)

where fk(·, t, x) is defined by (10) for k ≥ 1 and f0(t, x) = η.

Proof. Let u be the solution of (1) in the Itô sense. Fix (t, x) ∈ R+ × R and consider
the process v(t,x)(s, y) = 1[0,t](s)λG(t − s, x − u)u(s, y) for s > 0 and y ∈ R. Then v(t,x)

restricted to [0, T ] belongs to PT0 for any T > 0. By Theorem 4.2, v(t,x) ∈ Dom δ and its
Skorohod integral coincides with its Itô integral, i.e. the Skorohod integral in (9) coincides
with the Itô integral in (23). Hence, u is the solution of (1) in the Skorohod sense.

For the second statement, let (un)n≥0 be the sequence defined by (25). It can be proved
that each un is L2(Ω)-continuous, and hence it has a predictable modification. We work
with this modification (denoted also by un). We write (25) for un(s, y), and we multiply
this relation by 1[0,t](s)λG(t− s, x− y). We obtain:

1[0,t](s)G(t− s, x− y)un(s, y) =
n∑

k=0

Ik(1[0,t](s)λG(t− s, x− y)fk(·, s, y))

=
n∑

k=0

Ik(fk+1(·, s, y, t, x)).

By Proposition 2.1, the process 1[0,t](·)λG(t − ·, x − ·)un is Skorohod integrable and its
Skorohod integral is given by

∫ t

0

∫

R
G(t− s, x− y)λun(s, y)X(δs, δy) =

n∑

k=0

Ik+1(fk+1(·, t, x)) = η − un+1(t, x).

Now, we use this equality to show by induction that the sequence (un)n≥0 satisfies exactly
the recurrence relation (24). Indeed, since u0 is deterministic, one clearly obtains that
relation (24) holds for n = 0. In [3, Thm. 1.1], we proved that any Picard iterate defined
through (24) is well-defined. Therefore, the restriction of the process 1[0,t](·)λG(t− ·, x−
·)u1 to [0, T ] belongs to PT0 for any T > 0, and hence, by Theorem 4.2, its Skorohod
integral coincides with the Itô integral. This shows that relation (24) holds for n = 1.
The same argument can be used in the general induction step.

5 Intermittency

In this section, we prove that the solution u to equation (1) is weakly intermittent. Recall
the definitions (2) and (3) of the lower and upper Lyapunov exponents of u of order p,
respectively. We will prove the following result.
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Theorem 5.1. The random field u is weakly intermittent, i.e.

γ(2) > 0 and γ(p) <∞ for all p ≥ 2.

Proof. For the upper bound, we observe that the estimate (16) clearly implies that γ(p) <
∞ for all p ≥ 2. So it remains to prove the lower bound, i.e. γ(2) > 0. For this, we
will obtain an exponential lower bound for the second order moment of the solution u.
Surprisingly, we will see that our noise’s roughness (i.e. the fact that H < 1

2
) works in

our advantage.
By Proposition 3.2, we know that, for all (t, x) ∈ R+ × R,

E|u(t, x)|2 =
∞∑

n=0

n! ‖f̃n(·, t, x)‖2H⊗n ,

where the kernels f̃n are given in (11). On the other hand, equation (17) in the proof of
Theorem 3.4 yields

n! ‖f̃n(·, t, x)‖2H⊗n

= η2λ2ncnH

∫

Tn(t)

∫

Rn
|FG(t2 − t1, ·)(η1)|2|FG(t3 − t2, ·)(η2)|2 . . . |FG(t− tn, ·)(ηn)|2

× |η1|1−2H |η2 − η1|1−2H . . . |ηn − ηn−1|1−2Hdη1 . . . dηndt1 . . . dtn,

In order to bound the above term from below, we are going to use the same idea
as in the proof of Proposition 3.5. Namely, we consider the set A = {(η1, . . . , ηn); η1 ∈
R+, η2 ∈ R−, . . . , ηn−1 ∈ R+, ηn ∈ R−} if n is even and A = {(η1, . . . , ηn); η1 ∈ R+, η2 ∈
R−, . . . , ηn−1 ∈ R−, ηn ∈ R+} if n is odd. For any (η1, . . . , ηn) ∈ A, we have

|ηj − ηj−1| = |ηj|+ |ηj−1| ≥ |ηj|, for all j = 2, . . . , n,

and hence
|ηj − ηj−1|1−2H ≥ |ηj|1−2H , for all j = 2, . . . , n,

since the function ξ 7→ ξ1−2H is increasing on R+ (because 1− 2H > 0). Then

n! ‖f̃n(·, t, x)‖2H⊗n

≥ η2λ2ncnH

∫

Tn(t)

∫

A

|FG(t2 − t1, ·)(η1)|2|FG(t3 − t2, ·)(η2)|2 . . . |FG(t− tn, ·)(ηn)|2

× |η1|1−2H |η2|1−2H . . . |ηn|1−2H dη1 . . . dηndt1 . . . dtn

= η2λ2nCn

∫

Tn(t)

n∏

j=1

∫

R
|FG(tj+1 − tj, ·)(η)|2|η|1−2H dηdt1 . . . dtn,

where tn+1 = t, and we have taken into account that, for all r > 0,
∫

R+

|FG(r, ·)(η)|2|η|1−2Hdη =

∫

R−
|FG(r, ·)(η)|2|η|1−2Hdη =

1

2

∫

R
|FG(r, ·)(η)|2|η|1−2Hdη.
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Then , since
∫
R |FG(r, ·)(η)|2|η|1−2Hdη = C r2H (see, e.g. [3, Eq. (3.3)]), we can infer that

n! ‖f̃n(·, t, x)‖2H⊗n ≥ η2λ2nCn

∫

Tn(t)

n∏

j=1

(tj+1 − tj)2H dt1 . . . dtn

= η2λ2nCn Γ(2H + 1)n

Γ(2Hn+ n+ 1)
t(2H+1)n

= η2λ2nCn t(2H+1)n

Γ((2H + 1)n+ 1)
.

Here we have applied Lemma 3.3 with βj = 2H for all j.
At this point, we apply the following fact, which can be verified by applying Stirling’s

Formula:
Γ(an+ 1)

aann
1−a
2 (n!)a

≤ C, for all n ≥ 0 and a ∈ R+.

We apply this inequality with a = 2H + 1. Hence

n! ‖f̃n(·, t, x)‖2H⊗n ≥ η2λ2nCn t(2H+1)n

(n!)2H+1(2H + 1)(2H+1)nn−H

= η2λ2nCn n
Ht(2H+1)n

(n!)2H+1

≥ η2λ2nCn t
(2H+1)n

(n!)2H+1
,

because nH ≥ 1 for all n ≥ 1.
Therefore

∞∑

n=0

n! ‖f̃n(·, t, x)‖2H⊗n = η2 +
∞∑

n=1

n! ‖f̃n(·, t, x)‖2H⊗n

≥ η2
∞∑

n=0

λ2nCn t
(2H+1)n

(n!)2H+1

≥ C exp(Cλ
2

2H+1 t),

where the last inequality follows by Lemma 5.2 below. This concludes the proof.

In the proof of the next lemma, we will apply the following inequality, which can be
easily checked by induction: for any sequence (an)n≥0 of positive real numbers and for
any p ≥ 1, it holds ( ∞∑

n=0

an

)p

≤ 2p−1
∞∑

n=0

(
2p−1

)n
apn. (26)
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Lemma 5.2. For any p > 0 and x > 0,

∑

n≥0

xn

(n!)p
≥ c1 exp(c2x

1/p),

where c1 and c2 are some positive constants which depend on p.

Proof. Case 1: p < 1. We use the fact that (
∑

n≥0 an)p ≤∑n≥0 a
p
n, for any positive real

numbers (an)n≥0. Hence,

∑

n≥0

xn

(n!)p
=
∑

n≥0

(
xn/p

n!

)p
≥
(∑

n≥0

xn/p

n!

)p

= exp(p x1/p).

Case 2: p ≥ 1. Using (26), we obtain:

∑

n≥0

xn

(n!)p
=

∑

n≥0
2(p−1)n

(
2−(p−1)n/pxn/p

n!

)p

≥ 21−p
(∑

n≥0

2−(p−1)n/pxn/p

n!

)p

= 21−p exp(p 2−(p−1)/px1/p).

Remark 5.3. It is worth mentioning that the above prove also works for the case of the
stochastic heat equation, i.e. the parabolic Anderson model, which would let us recover
the same intermittency result of [18]. The minor modifications only involve the formula
for the Fourier transform of the underlying fundamental solution. Indeed, in this case we
have

G(t, x) =
1√
2πt

e−
|x|2
2t , t > 0, x ∈ R and FG(t, ·)(ξ) = e−t|ξ|

2/2, ξ ∈ R.

A Proof of Theorem 4.2

The proof of this theorem is based on two auxiliary lemmas. First of all, we observe that
for any Borel set A of R+, any Borel set B ⊂ Ac and any f, g ∈ H, the random variables
I1(f1A) and I1(g1B) are independent. Indeed, the random vector

(
I1(f1A), I1(g1B)

)
is

Gaussian and

E[I1(f1A)I1(g1B)] = 〈f1A, g1B〉H
=

∫ ∞

0

∫

R
Ff(t, ·)(ξ)1A(t)Fg(t, ·)(ξ)1B(t)µ(dξ)dt = 0.
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On the other hand, for any A ∈ B(R+), we define the σ-field

FA = σ{X(1Cϕ); C ∈ B0 , C ⊂ A, ϕ ∈ D(R)} ∨ N ,

where N are the null sets of F and B0 are the bounded Borel sets of R+.
The following result is the analogue of Lemma 1.2.5 of [20] for the noise X.

Lemma A.1. Let F ∈ L2(Ω) with Wiener chaos decomposition F =
∑∞

n=0 In(fn) for
some symmetric functions fn ∈ H⊗n, and let A ∈ B(R+). Then

E[F |FA] =
∞∑

n=0

In(fn1
⊗n
A ).

Proof. Since the conditional expectation is L2(Ω)-continuous and linear, it suffices to
consider F = In(f⊗n), with f ∈ H and ‖f‖H = 1. We denote by f⊗n the function defined
by: f⊗n(t1, x1, . . . , tn, xn) = f(t1, x1) . . . f(tn, xn).

We will proceed by induction on n. For n = 1, we have

E[I1(f)|FA] = E[I1(f1A) + I1(f1Ac)|FA] = I1(f1A),

since I1(f1A) is FA-measurable and I1(f1Ac) is independent of FA.
Suppose that the assertion is true up to some n ≥ 2 and let us check its validity for

n + 1. We will use the following recurrent formula for the multiple Itô-Wiener integrals
(see the proof of Proposition 1.1.4 of [20]):

In+1(g
⊗(n+1)) = In(g⊗n)I1(g)− n ‖g‖2H In−1(g⊗(n−1)), (27)

for any g ∈ H. Applying (27) to g = f , we have

E[In+1(f
⊗(n+1))|FA] = E[In(f⊗n)I1(f)|FA]− nE[In−1(f

⊗(n−1))|FA]

= E[In(f⊗n)I1(f)|FA]− nIn−1(f⊗(n−1)1⊗(n−1)A ), (28)

where we have applied the induction hypothesis to In−1. We write

E[In(f⊗n)I1(f)|FA] = E[In(f⊗n)I1(f1A)|FA] + E[In(f⊗n)I1(f1Ac)|FA]. (29)

Using the fact that I1(f1A) is FA-measurable and the induction hypothesis, we have

E[In(f⊗n)I1(f1A)|FA] = I1(f1A)In(f⊗n1⊗nA ), (30)

To deal with E[In(f⊗n)I1(f1Ac)|FA], we write

In(f⊗n) = In(f⊗n1⊗nA ) + In(f⊗n(1− 1⊗nA )).

Note that

E[In(f⊗n1⊗nA )I1(f1Ac)|FA] = In(f⊗n1⊗nA )E[I1(f1Ac)|FA] = 0,
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since In(f⊗n1⊗nA ) is FA-measurable and I1(f1Ac) is independent of FA with zero mean.
Hence,

E[In(f⊗n)I1(f1Ac)|FA] = E[In(f⊗n(1− 1⊗nA ))I1(f1Ac)|FA]. (31)

We claim that:

In(f⊗n(1− 1⊗nA )) =
n∑

k=1

(
n

k

)
Ik(f

⊗k1⊗kAc )In−k(f
⊗(n−k)1⊗(n−k)A ). (32)

To see this, we note that by (18), we have

f⊗n(t1, x1, . . . , tn, xn) =
n∏

j=1

[f(tj, xj)1Ac(tj) + f(tj, xj)1A(tj)]

=
∑

J⊂{1,...,n}

[∏

j∈J
f(tj, xj)1Ac(tj)

]
·
[∏

j∈Jc
f(tj, xj)1A(tj)

]
.

Subtracting from this (f⊗n1⊗nA )(t1, x1, . . . , tn, xn) =
∏n

j=1 f(tj, xj)1A(tj), we are left with
the sum over all subsets J ⊂ {1, . . . , n}, except J = ∅. Relation (32) follows by integrating
with respect to X(dt1, dx1) . . . X(dtn, dxn) and denoting card(J) = k.

We multiply (32) by I1(f1Ac) and we take the conditional expectation with respect to
FA. We obtain:

E[In(f⊗n(1− 1⊗nA ))I1(f1Ac)|FA]

=
n∑

k=1

(
n

k

)
E[Ik(f

⊗k1⊗kAc )In−k(f
⊗(n−k)1⊗(n−k)A )I1(f1Ac)|FA].

We evaluate separately each term in the sum on the right-hand of the previous relation.
The term corresponding to k = n is

E[In(f1⊗nAc ))I1(f1Ac)|FA] = 0,

because In(f1⊗nAc )I1(f1Ac) is independent of FA and its expectation is equal to 0 (due to
(6), since n ≥ 2). The term corresponding to k = 2, . . . , n− 1 is

(
n

k

)
E[Ik(f

⊗k1⊗kAc )In−k(f
⊗(n−k)1⊗(n−k)A )I1(f1Ac)|FA] = 0,

because In−k(f⊗(n−k)1
⊗(n−k)
A ) is FA-measurable and I1(f1Ac)Ik(f

⊗k1⊗kAc ) is independent of
FA with null expectation. The term corresponding to k = 1 is

nE[In−1(f
⊗(n−1)1⊗(n−1)A )

(
I1(f1Ac)

)2|FA] = n ‖f1Ac‖2H In−1(f⊗(n−1)1⊗(n−1)A ).

In summary,

E[In(f⊗n(1− 1⊗nA ))I1(f1Ac)|FA] = n ‖f1Ac‖2H In−1(f⊗(n−1)1⊗(n−1)A ). (33)
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Combining (28), (29), (30), (31) and (33), we obtain:

E[In+1(f
⊗(n+1))|FA]

= I1(f1A)In(f⊗n1⊗nA ) + n ‖f1Ac‖2H In−1(f⊗(n−1)1⊗(n−1)A )− nIn−1(f⊗(n−1)1⊗(n−1)A )

= I1(f1A)In(f⊗n1⊗nA )− n ‖f1A‖2H In−1(f⊗(n−1)1⊗(n−1)A )

= In+1(f
⊗(n+1)1

⊗(n+1)
A ),

where for the second equality we used the fact that f1A and f1Ac are orthogonal in H
with ‖f1A‖2H+‖f1Ac‖2H = ‖f‖2H = 1, and for the last equality we used (27) with g = f1A.
This concludes the proof.

We recall that a random variable F ∈ L2(Ω) with the Wiener chaos expansion F =∑
n≥0 In(fn) for some symmetric functions fn ∈ H⊗n is Malliavin differentiable (i.e. F ∈

D1,2) if and only if ∑

n≥1
nn!‖fn‖2H⊗n <∞ (34)

(see, e.g., Proposition 1.2.2 of [20]). In this case,

Dt,xF =
∞∑

n=1

n In−1(fn(·, t, x)) (35)

(see Exercise 1.2.5 of [20] for the white noise case). We also remind that DF takes values
in H, which is a space of functions. The next result is the analogue of Proposition 1.2.8
of [20] for the noise X; see also Proposition 3.12 of [12].

Lemma A.2. Let F ∈ D1,2 and A ∈ B(R+). Then E[F |FA] ∈ D1,2 and

D(E[F |FA]) = 1AE[DF |FA].

Proof. Let F =
∑∞

n=0 In(fn) be the Wiener chaos expansion of F , for some symmet-
ric functions fn ∈ H⊗n. By Lemma A.1, E[F |FA] =

∑∞
n=0 In(fn1

⊗n
A ). The fact that

E[F |FA] ∈ D1,2 follows from the criterion for Malliavin differentiability stated above,
since ∞∑

n=1

nn!‖fn1⊗nA ‖2H⊗n ≤
∞∑

n=1

nn!‖fn‖2H⊗n <∞.

Moreover,

Dt,x(E[F |FA]) =
∑

n≥1
nIn−1(fn(·, t, x)1

⊗(n−1)
A 1A(t)) = 1A(t)

∑

n≥1
nIn−1(fn(·, t, x)1

⊗(n−1)
A ).

On the other hand, using (35) and the fact that the conditional expectation is linear
and continuous, we have

E[Dt,xF |FA] =
∞∑

n=1

nE[In−1(fn(·, t, x))|FA] =
∞∑

n=1

n In−1(fn(·, t, x)1
⊗(n−1)
A ),

where the last equality follows form Lemma A.1.
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We recall the following results.

Proposition A.3 (Proposition 1.3.3 of [20]). Let F ∈ D1,2 and u ∈ Dom(δ) such that
F u ∈ L2(Ω;H). Then Fu ∈ Dom(δ) and the following equality holds true:

δ(Fu) = Fδ(u)− 〈DF, u〉H,

provided that the right-hand side belongs to L2(Ω).

Proposition A.4 (Proposition 1.3.6 of [20]). Let u ∈ L2(Ω;H) and (un)n≥1 ⊂ Dom δ
such that E‖un − u‖2H → 0. Suppose that there exists a random variable G ∈ L2(Ω) such
that

E(δ(un)F )→ E(GF ) for all F ∈ S,
where S is the class of smooth random variables of form (7). Then u ∈ Dom δ and
δ(u) = G.

Now we are in position to prove Theorem 4.2.

Proof of Theorem 4.2. Case 1. u is a linear combination of elementary processes.
By linearity, it is enough to assume that u = g, where g is an elementary process of

form (22). The Itô-type integral of g is given by

(g ·X)t := Y [Xt∧b
(
(v, w]

)
−Xt∧a

(
(v, w]

)
].

Fix t > 0. We will prove that g1[0,t] ∈ Dom(δ) and

δ(g1[0,t]) = (g ·X)t.

Without loss of generality, we assume that Y ∈ D1,2. (To see this, note that since
D1,2 is dense in L2(Ω), there exists a sequence (Yn)n≥1 ⊂ D1,2 such that E|Yn − Y |2 → 0.
Define gn(t, x) = Yn1(a,b](t)1(v,w](x). Then gn1[0,t] ∈ Dom δ and δ(gn1[0,t]) = (gn ·X)t for
any n ≥ 1. We apply Proposition A.4 with u = g1[0,t] and un = gn1[0,t].)

Observe that (g1[0,t])(s, x) = Y 1(a∧t,b∧t](s)1(v,w](x). Using Proposition A.3 with u =
1(a∧t,b∧t]1(v,w] ∈ Dom(δ) and F = Y , we obtain that g1[0,t] ∈ Dom(δ) and

δ(g1[0,t]) = Y δ(1(a∧t,b∧t]1(v,w])− 〈DY,1(a∧t,b∧t]1(v,w]〉H = Y I1(1(a∧t,b∧t]1(v,w]),

due to the fact that

〈DY,1(a∧t,b∧t]1(v,w]〉H = 〈D
(
E[Y |Fa]

)
,1(a∧t,b∧t]1(v,w]〉H

= 〈1[0,a]E[DY |Fa],1(a∧t,b∧t]1(v,w]〉H = 0,

where for the second equality we used Lemma A.2 with A = [0, a] and the Fa = F[0,a].
The result follows using that

I1(1(a∧t,b∧t]1(v,w]) = Xt∧b
(
(v, w]

)
−Xt∧a

(
(v, w]

)
.
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Case 2. General case. Let t > 0 be arbitrary. Fix T ≥ t. Since u1[0,T ] ∈ PT0 , there
exists a sequence (un)n≥1 of simple processes defined on [0, T ]× R such that

E‖un − u1[0,T ]‖2H → 0.

By Case 1, un1[0,t] ∈ Dom δ and δ(un1[0,t]) = (un·X)t. By the definition of the Itô integral,
(un ·X)t → (u ·X)t in L2(Ω). By applying Proposition A.4, we infer that u1[0,t] ∈ Dom δ
and δ(u1[0,t]) = (u ·X)t.
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