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Abstract. This paper deals with the period function of the reversible quadratic centers
X, = —y(1 — 2)0s + (z + Dz* + Fy?)d,,

where v = (D, F) € R?. Compactifying the vector field to S?, the boundary of the period annulus has two
connected components, the center itself and a polycycle. We call them the inner and outer boundary of
the period annulus, respectively. We are interested in the bifurcation of critical periodic orbits from the
polycycle II,, at the outer boundary. A critical period is an isolated critical point of the period function.
The criticality of the period function at the outer boundary is the maximal number of critical periodic
orbits of X, that tend to II,, in the Hausdorff sense as v — 1. This notion is akin to the cyclicity in
Hilbert’s 16th Problem. Our main result (Theorem A) shows that the criticality at the outer boundary
is at most 2 for all v = (D, F) € R? outside the segments {—1} x [0,1] and {0} x [0,2]. With regard
to the bifurcation from the inner boundary, Chicone and Jacobs proved in their seminal paper on the
issue that the upper bound is 2 for all ¥ € R2. In this paper the techniques are different because, while
the period function extends analytically to the center, it has no smooth extension to the polycycle. We
show that the period function has an asymptotic expansion near the polycycle with the remainder being
uniformly flat with respect to v and where the principal part is given in a monomial scale containing a
deformation of the logarithm, the so-called Ecalle-Roussarie compensator. More precisely, Theorem A
follows by obtaining the asymptotic expansion to fourth order and computing its coefficients, which are
not polynomial in v but transcendental. Theorem A covers two of the four quadratic isochrones, which
are the most delicate parameters to study because its period function is constant. The criticality at the
inner boundary in the isochronous case is bounded by the number of generators of the ideal of all the
period constants but there is no such approach for the criticality at the outer boundary. A crucial point
to study it in the isochronous case is that the flatness of the remainder in the asymptotic expansion is
preserved after the derivation with respect to parameters. We think that this constitutes a novelty that
is of particular interest also in the study of similar problems for limit cycles in the context of Hilbert’s
16th Problem. Theorem A also reinforces the validity of a long standing conjecture by Chicone claiming
that the quadratic centers have at most two critical periodic orbits. A less ambitious goal is to prove the
existence of a uniform upper bound for the number of critical periodic orbits in the family of quadratic
centers. By a compactness argument this would follow if one can prove that the criticality of the period
function at the outer boundary of any quadratic center is finite. Theorem A leaves us very close to this
existential result.
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1 Introduction and main results

A singular point p € R? of a planar differential system

{ T = f(x,y),
v =g(z,y),

is a center if it has a punctured neighbourhood that consists entirely of periodic orbits surrounding p. The
period annulus of the center is the largest punctured neighbourhood with this property and we denote it
by &. The period annulus is an open subset of R? that may be unbounded. For this reason we embed &2
in RP? and, abusing notation, we denote the boundary of the resulting set by 0.22. Clearly the center p
belongs to 07 and in what follows we call it the inner boundary of the period annulus. We also define the
outer boundary of the period annulus to be II:= 922\ {p}, which is a nonempty compact subset of RP?. The
subject of our study is the period function of the center, that assigns to each periodic orbit in & its period.
Since the period function is defined on the set of periodic orbits in &2, in order to study its qualitative
properties we need to parametrize this set. This can be done by taking a transverse section to the vector
field X = f(x,y)0, + g(x,y)0, on P, for instance an orbit of the orthogonal vector field X*. To fix ideas
let us suppose that {7s}se(,1) is such a parametrization where s ~ 0 corresponds to the periodic orbits
near p and s ~ 1 to the ones near II. Then the map P: (0,1) — (0, +00) defined by P(s):={period of s}
provides the qualitative properties of the period function that we are concerned with and one can readily
show by using the Implicit Function Theorem that it is as smooth as X. It is also well-known that if X
is analytic and the center p is non-degenerate then P extends analytically to s = 0. Let us advance that,
on the contrary, P does not extend smoothly to s = 1. The critical periods are the isolated critical points
of P,ie. §€ (0,1) such that P'(8) =0 and P’(s) # 0if 0 < |s — §| < . In this case, more geometrically,



we shall say that vz is a critical periodic orbit of X. One can easily see that the property of being a critical
periodic orbit does not depend on the particular parametrization of the set of periodic orbits used, see
Remark 2.2. The study of the critical periodic orbits is another issue arising from the famous Hilbert’s
16th Problem and it has strong parallelisms with the research on limit cycles, from both the conceptual and
technical point of views. In this regard we can mention for instance that the isochronicity problem (i.e., to
decide whether a center has a constant period function) is the counterpart of the center-focus problem. The
renowned conjecture claiming that a quadratic differential system can have at most four limit cycles has also
an analogue in the context of the period function and it was posed by C. Chicone [5]. More specifically this
conjecture asserts that if a quadratic center has some critical periodic orbit then by an affine transformation
and a constant rescaling of time it can be brought to Loud normal form

T = —y + Buay, (1)

9 =a+ Da? 4+ Fy?,
and that this center has at most two critical periodic orbits for any (B, D, F) € R3. In fact there is much
analytic evidence that this conjecture is true (see [7, 40, 41] for instance).

The problems that we are interested in take place when the vector field X depends on parameters. To
fix notation, let U be an open subset of RY and consider a family of planar vector fields {X ur ft € U} such
that each X, has a center p, with period annulus &,,. Let us denote the period function of the center p,,
by P(-;u) and observe that, given some po € U, the number of critical periodic orbits of X, can vary as we
perturb u = 119. Under some regularity assumptions on the dependence of &2, with respect to p it can be
proved (see Lemma 2.12) that the emergence/disappearance of critical periodic orbits can only occur from
three different places:

(a) Bifurcations at the inner boundary of the period annulus (i.e., the center p,).
(b) Bifurcations at the outer boundary of the period annulus (i.e., the polycycle II,).

(c) Bifurcations at the interior of the period annulus &,,.

Chicone and Jacobs give in their seminal paper [6] a complete description of the bifurcations from the
inner boundary for the whole family of quadratic centers. In this case the parameter y are the coefficients
of the vector field and since the center is non-degenerate P(s;u) extends analytically to s = 0, so that
one can consider its Taylor series P(s;p) = Y.~ a;(p)s’ at s = 0, whose coefficients a; belong to the
polynomial ring R[u]. On account of this the result about the bifurcations from the isochronous centers
(see [6, Theorem 2.2]), which are the most difficult ones to study, follows by analyzing the ideal (a1, as,...)
of all Taylor coefficients exactly as N. Bautin does in [4] to study the bifurcations of limit cycles from the
quadratic centers. In the present paper we resume our study of the bifurcations from the outer boundary
that we initiated in [22, 23]. Let us recall that the differential system (1) has no critical periodic orbits if
B =0, see [10, Theorem 1]. By means of a rescaling the case B # 0 can be brought to B =1, i.e.,

X, = —y(1 —2)0; + (z + Da* + Fy*)0, with v:= (D, F). (2)

Here we already adopt the parameter notation that we shall use throughout the paper, which is devoted
to the bifurcation of critical periodic orbits from the outer boundary in the family {X,,v € R?}. Since
each vector field X, is polynomial we can consider its Poincaré compactification p(X, ), see 3, §5], which is
an analytic vector field on the sphere S? topologically equivalent to X,. The outer boundary II, becomes
then a polycycle of p(X,) that can be studied using local charts of S?, but even so the period function
P(s;v) cannot be smoothly extended to s = 1. For the family under consideration we show that P(s;v)
has an asymptotic expansion at s = 1 with the remainder being uniformly flat with respect to v and where
the principal part is given in a monomial scale containing a deformation of the logarithm, the so-called
Ecalle-Roussarie compensator. Our main theorem follows by obtaining the asymptotic expansion to fourth



order and computing its coefficients, which are not polynomial in v but transcendental (more concretely,
they are hypergeometric functions). To this end we strongly rely on the tools that we develop in our recent
papers [29, 30, 31]. The results that we obtain in the present paper can be viewed conceptually as the
analogue for the outer boundary of the work carried out by Chicone and Jacobs in [6] on the bifurcation of
critical periodic orbits from the inner boundary of the quadratic centers. That being said, the proofs of the
results on the outer boundary are technically tougher than the ones on the inner boundary because II, is
a polycycle and the period function P(s;v) cannot be analytically extended there. By way of example, to
determine the parameters that vanish simultaneously two coefficients in the asymptotic expansion at s = 1
takes b pages of computations dealing with a hypergeometric function (see Appendix C), whereas the same
problem for the Taylor series at s = 0 can be solved readily by taking resultants because the coefficients are
polynomials.

In this paper we use the notion of criticality of the period function at the outer boundary which, roughly
speaking, is the number of critical periodic orbits that can emerge or disappear from II, as we perturb v
slightly. It is defined in exactly the same way as the notion of cyclicity of a limit periodic set, which is used
to study the bifurcation of limit cycles in the context of Hilbert’s 16th Problem, see [36] for instance. Before
giving its precise definition, and the statement of our main contribution, we enumerate the previous results
about the bifurcation of critical periodic orbits from the outer boundary II, for the family {X,,v € R?}.
In this regard we stress that these results are given according to the dichotomy between local regular value
and local bifurcation value (of the period function at the outer boundary) that we introduce in our early
paper [23]. This notion (see Definition 2.10) enables to obtain a structure theorem for the bifurcation
diagram of the period function in its full domain (see Lemma 2.12), but it has the inconvenience of not
being so quantitative and geometric as the criticality. In order to simplify the exposition for the moment
we can think that vy € R? is a local regular value if and only if the criticality of the period function at II,,
is zero (i.e., no critical periodic orbit bifurcates from II,, as we perturb v = vp). That said, let I'yy be the
union of dotted straight lines in Figure 1, whatever its colour is. Consider also the thick curve I'p. (Here the
subscripts B and U stand for bifurcation and unspecified respectively.) Then according to [23, Theorem A]
the open set R? \ (I's UT'y) corresponds to local regular values and I'p consists of local bifurcation values
(of the period function at the outer boundary). In that paper we also conjecture that any parameter in I'yy
is regular, except for the segment {0} x [0, %} in the vertical axis, that should consist of bifurcation values.
Since the formulation of this conjecture there has been some progress in the study of the parameters in I'y:

e From the results in [19, 39] it follows that the parameters in blue are regular. In these papers the
authors determine a region M in the parameter plane for which the corresponding center has a globally
monotonous period function (i.e., it has no critical periodic orbits). The parameters that we draw in
blue are inside the interior of M, which prevents the bifurcation of critical periodic orbits.

e Along the straight line F' = — D there is a breaking of a heteroclinic connection between two hyperbolic
saddles at the outer boundary. From the results in [24] it follows that the parameters in red are regular.

e Along the two segments in green it occurs a saddle-node bifurcation at the outer boundary of the
period annulus. An asymptotic expansion of the Dulac time of this type of unfolding is obtained
in [25] and as an application it is proved that the parameters in the segment (—1,0) x {1}, with the
exception of (—%, 1), are local regular values. A subsequent refinement of this approach shows in [27]
that the segment (—1,0) x {0} also consists of local regular values.

e By [28, Theorem B| the parameters in brown, more precisely the segment {0} x E, %], are local
bifurcation values of the period function at the outer boundary.

e Along the segment (—1,0) x {1} there is a resonant saddle at II, and the parameters in yellow are
local regular values at the outer boundary of the period annulus according to [38, Corollary B.
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Figure 1: The thick (closed) curve I'g consists of local bifurcation values
of the period function at the outer boundary according to [23], where
the curve that joins (7%7 %) and (757 1) is the graphic of an analytic
function D = G(F), see Remark 3.4. The dotted lines I'y correspond to
parameters that remained unspecified in that paper and we colour the
subsequent improvements obtained in [19, 24, 25, 27, 28, 38, 39]. The

parameters outside ' UT'y are local regular values by the result in [23].

As we already explained, these results are addressed to solve the dichotomy between local regular value and
local bifurcation value (of the period function at the outer boundary). Beyond this dichotomy a challenging
problem is the computation of the exact number of critical periodic orbits that can bifurcate from the outer
boundary, which constitutes the counterpart of the result by Chicone and Jacobs [6] about the bifurcation
from the inner boundary. The following is the precise definition of the number that we aim to compute for
the quadratic centers, where dg stands for the Hausdorff distance between compact sets of RP2.

Definition 1.1. Consider a ¥>° family {X,,p € U} of planar vector fields with a center and fix some
o € U. Suppose that the outer boundary of the period annulus varies continuously at o € U, meaning
that dp (I1,,11,,,) tends to zero as pt — po. Then, setting

N(6,€) = sup {# critical periodic orbits v of X,, in &2, with dg(v,1,,) <€ and ||u — pol| < 6},

the criticality of (IL,,, X,,) w.r.t. the deformation X, is Crit((Il,,, X,,), X,,) := infs . N(6,¢). O

We stress that in this definition the vector field X, is not required to be polynomial but ¥*°. This is so
because in order to define the outer boundary II,, of the period annulus &2, of X, we do not compactify
the vector field but only the set &2, and to this end there is no need that X, is polynomial. Certainly
Crit((HuO, X)X ,L) may be infinite but, if it is not, then it gives the maximal number of critical periodic

orbits of X, that tend to II,, in the Hausdorff sense as p — p. Related with this issue we point out



that the contour of the period annulus £2,, may change for u ~ . The assumption that the period
annulus varies continuously ensures that this change does not occur abruptly. In this regard note that
X, = —yd, + (z + pa® + 2°)9,, with p € R, is a polynomial family of vector fields with a center at the
origin for which the outer boundary does not vary continuously at u = 2. This is so because the period
annulus &2, is the whole plane for p < 2, whereas it is bounded for ;1 = 2 (see [20] for details). In this
example Crit((Hlm, X)X, )7 as introduced in Definition 1.1, does not give the number of critical periodic
orbits bifurcating from IT, as it — po. Let us mention that this assumption is also required in [17, 18], where
the authors obtain several results addressed to bound the criticality at the outer boundary of families of
vector fields of potential type, i.e., —y0; + V'(x)0,.

Let us remark at this point that if Chicone’s conjecture about the number of critical periodic orbits of
the quadratic centers is true then Crit((l’[,,o7 Xuo)s XD) < 2 for all v € R?, see (2). In this paper, by applying
our recent results from [29, 30, 31], we prove the following:

Theorem A. Let {X,,v € R?} be the family of quadratic vector fields given in (2) and consider the period
function of the center at the origin. Then the following assertions hold:

(a) Crit((I1,,,

vo /)y

b

X,)=0forvy¢Tpu{D=-1,Fel0,1]}U{D=0,F€[0,3]}.
HU vo /s

Xu,)

Xu,), X,) =1 forvg e\ ({D=0}U{(-2,2),(G(3),5)}).
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X)), Xy) =2 for vy € {(—2,2),(@(%

e) There is a €' curve arriving at v = (G(3), %) tangent to 'y and there is a ° curve with a exponential
flat contact with {F = 2} at v = (—2,2), consisting both of local bifurcation values of the period function
at the interior.
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There are some papers containing results related with assertion (b) in Theorem A to be referred. Thus,
by [33, Theorem A], Crit((HVO,XVO) X,) =1 for any vy = (G(Fp), Fo) with Fy € (3, 3). This is a piece of
the curve that joins (—%7 %) and ( 1) see Figure 1, and in this regard observe that the criticality is 2 for
vo = (G(2), 3). Furthermore, it is proved in [32, Theorem B] that if vy = (Do, 2) with Dy € (=2,0) \ {—3
then Crlt((H,,O, X)X ) = 1. The same conclusion is true for any vy = (—Fp, Fo) with Fy € [%, 2) thanks
to [24, Theorem C]. In that paper it is also partially proved the claim about the parameter vy = (—2,2) in
assertion (e) of Theorem A. Apart from these references to previous results we also want to point out the
following issues with regard to the statement and proof of Theorem A:

o As expected, the study of the bifurcation of critical periodic orbits, either from the inner or the outer
boundary, is much more delicate when we perturb an isochronous center. By the result of W.S. Loud,
see [15], we know that there are four nonlinear quadratic isochrones,

v1 = (0,1), v = (-1/2,2), v3 =(—1/2,1/2) and v4 = (0,1/4), (3)

which are located in I'g. Chicone and Jacobs prove, see [6, Theorem 3.1], that the criticality of each
isochrone v; at the inner boundary of its period annulus (i.e., the center itself) is one. The proof of
this follows by finding a finite set of generators for the ideal of all the coefficients of the Taylor series
of P(s;v) at s = 0. In the present paper we are able to show that v, and v3 have criticality one also
at the outer boundary (i.e., the polycycle), see Propositions 4.2 and 4.3 respectively. A crucial point
to see this is that, as we prove in [30], the flatness of the remainder in the asymptotic expansion at
s = 1 is preserved after the derivation with respect to parameters. This constitutes the cornerstone to
obtain Lemma 4.1, which enables us to perform a convenient division in the space of coefficients and
proceed then as in the proof of Bautin [4, §3] for the analogous result about the bifurcation of limit
cycles from the center. The isochrones vy and v, cannot be analyzed following this approach because
the polycycle at the outer boundary is not hyperbolic.



e It is well-known, see [6, Theorem 3.2], that the criticality at the inner boundary of any quadratic
center is at most two and that this maximum criticality is achieved at three parameter values, the
so-called Loud points, which we give in (13). For consistency with Chicone’s conjecture, each one of
these three parameters should have a “twin” where the maximum criticality at the outer boundary is
attained. In this paper we identify two of these twin parameters, see assertion (d) in Theorem A. We
conjecture that each pair of twins is connected by a curve that consists of local bifurcation values at
the interior, see Remarks 4.5 and 5.1.

e The local bifurcation values of the period function can only occur at the inner boundary (i.e., the
center), at the outer boundary (i.e., the polycycle) or at the interior of the period annulus, see
Lemma 2.12. (With regard to the latter, its counterpart in the context of Hilbert’s 16th Problem is
the bifurcation from a semi-stable limit cycle, which is characterized by the sudden emergence of a
double limit cycle that gives rises to two hyperbolic limit cycles with different stability, see [12, §13.3]
for instance). As occurs with limit cycles, the identification of this third type of local bifurcation value
is out of reach for the moment and only partial results have been obtained. Thus, in a joint paper with
P. Mardesi¢ we prove (see [23, Theorem 4.3|) that at each Loud point there exists a germ of analytic
curve that consists of local bifurcation values at the interior. Since P(s;v) extends analytically to
s = 0, this follows readily by applying the Weierstrass Preparation Theorem. In the present paper,
see assertion (e) in Theorem A, we show the existence of two germs of curve which also consists of
local bifurcation values at the interior and that are the mirror image at the outer boundary (i.e., at
s = 1) of those previously obtained in [23], see Figures 5 and 6.

In another vein it is well-known (see [36, §2.2| for details) that the problem of proving the ezistence of
a uniform bound for the number of limit cycles in a given family, for instance Hilbert’s 16th Problem, can
be replaced by a local problem that consists in showing that the cyclicity of each limit periodic set within
the family is finite. The proof of this is by a compactness argument and it does not provide an algorithm to
compute an explicit upper bound even if we had an explicit bound for the cyclicity of every limit periodic
set. In any case this gives a program for solving the existential Hilbert’s 16th Problem that has been posed
and implemented for the quadratic vector fields by R. Roussarie and his collaborators (see [9, 34]). One can
of course transfer this problem to the period function and ask for the existence of a uniform bound for the
number of critical periodic orbits in the family of quadratic centers. Similarly as it occurs in the context of
limit cycles, an affirmative answer would follow if one can prove that the criticality of the period function
at the outer boundary of any quadratic center is finite, cf. Lemma 2.17. On account of Theorem A we are
not very far from proving the existence of this uniform bound for the family of reversible quadratic centers.
It will follow in particular if one can prove the validity of the following more specific conjecture:

Conjecture. Let {X,,v € R%} be the family of quadratic vector fields given in (2) and consider the period
function of the center at the origin. Then the following assertions are true:

(a) Crit((Iy,, Xy,), Xy) =0 for vy € {D =—-1,F €[0,1]}.

)
b) Crit((I,,, X,,), X,) =1 for vy € {D =0, F € (0,2]}.
c) Crit((HUO,XVDLXV) =2 for vy = (0,0).

)

(
(
(d

There is a curve of local bifurcation values of the period function at the interior arriving to v = (0,0)
tangent to D = 0.

As a matter of fact to show the existence of a uniform bound for the number of critical periodic orbits of
the reversible quadratic centers it suffices to verify that Crit((IL,,, X,,), X, ) is finite for all vy = (Do, Fy)
inside the segments {—1} x [0, 1] and {0} x [0,2]. To put this into context let us recall that the differential
system (1) has no critical periodic orbits if B = 0 by [10, Theorem 1]. On the other hand, apart from



the reversible one, there are essentially three other families of quadratic centers: the Hamiltonian, the
codimension four Q4 and the generalized Lotka-Volterra systems Q%". According to Chicone’s conjecture
the number of critical periodic orbits should be zero for the centers in these three families. This is known to
be true for the Hamiltonian and @4 families thanks to the results of Coppel and Gavrilov 7] and Zhao [41],
respectively. With regard to the family Q%Y it is proved in [40] that, except for a subset of codimension one
in the parameter plane, the criticality at the outer boundary is zero. It is clear then that any contribution to
the proof of the above conjecture will constitute a very significant step forward to the existence of a uniform
bound for the number of critical periodic orbits in the whole family of quadratic centers. Let us mention in
this respect that along D = —1 and D = 0 the singularity at the outer boundary of the period annulus is
nilpotent. In this situation the results of [30, 31] do not apply and new techniques must be developed.

The paper is organized in the following way. In Section 2 we recall the definition of local bifurcation
value at the outer boundary, that we introduce in our early paper [23] to study the bifurcation diagram of
the period function of the family {X,, v € R?}, and we prove several results that relate it with the criticality.
We also show how to study the criticality by means of a suitable parametrization of the set of periodic orbits
near the outer boundary. Section 3 is devoted to the asymptotic expansion of the period function near the
outer boundary, which is the cornerstone in the proof of Theorem A. To this end we prove three results
that are addressed to three different parameter subsets according to the contour of the period annulus. As
one might expect the proofs of these results are rather long and technical. Furthermore they are based
on previous tools developed in [29, 30, 31] that need to be introduced appropriately. For these reasons, to
ease the paper’s readability we defer some proofs to Appendix A. In Section 4 we study three distinguished
parameters. On one hand the two isochrones for which we succeed in proving that the criticality is one
(see Propositions 4.2 and 4.3) and, on the other hand, the parameter v = (G(%), ), which is also rather
special because it has criticality two (see Proposition 4.4). Due to the novel approach of its proof we think
that each one of these results is of particular interest in the context of Hilbert’s 16th Problem. Section 5 is
entirely devoted to the proof of Theorem A. Next, in Appendix A we prove the results stated in Section 3
that we mentioned before and in Appendix B we are concerned with the integral representation of the Beta
and hypergeometric functions, which usually appear as coefficients in the asymptotic expansions that we
obtain. Finally Appendix C is addressed to prove a technical result that is used to study the vanishing set
of two coeflicients.

2 Criticality vs bifurcation

In this section we recap the notion of local bifurcation value of the period function at the outer boundary
as we introduced in our early paper [23]. We relate it with the criticality, which is a more quantitative and
geometric definition, and prove a general result connecting both notions, see Lemma 2.16. More specifically
our aim is to take advantage in the present paper of the results that we obtained in [23] with regard to the
period function of Loud’s centers (2) and that are not stated using the notion of criticality. Related with
this issue, our goal in this section is also to clarify the usage of a parametrization of the period function
near the outer boundary to compute its criticality, see Lemma 2.4. Finally we give a sufficient condition in
order that a parameter is a local bifurcation value of the period function at the interior, see Lemma 2.15.

Several results in this section are equally valid in the finitely smooth class €%, k € N, the infinitely
smooth class € and the analytic class €“. For simplicity in the exposition we write € with the wild
card w € NU {oo,w}. Our first result is addressed to the regularity properties of the map (p, ) — ]5(p; 1)
that assigns to each p € U and p € &, the period P of the periodic orbit of X u passing through the point p.
The result is given under a technical assumption concerning the existence of a continuous parametrization
o(s; p) of the period annulus &, near its outer boundary II,,. We point out that from now on, in contrast
with the notation used in the introduction, for the sake of convenience s = 0 corresponds to II,, and s =1
to the center.

Lemma 2.1. Let us fit w € NU{oo,w} and consider a €% family of planar vector fields { X, } cu such that,



for each p € U, X,, has a center p, € R? with period annulus Z,,. Suppose that there exists a continuous
map o : (0,0) x U — R? verifying, for each fived u € U, that

(a) the map o(-;p): (0,0) — R? is €1,
(b) the vectors Os0(s; ) and X, (o(s; ) are linearly independent for all s € (0,6), and
(¢) for each compact set K C 2, U{p,} there exists sk > 0 such that o(s;p) € P, \ K for all s € (0,sk).

Then the following assertions hold:

L. %= J 2, x{u} is an open subset of R* x U, and
pelU

2. the map (p, ) — P(p; u) = {period of the periodic orbit of X, passing through p} is €% on % .

Proof. We consider the family {X,},cu as a single € vector field Y on R? x U whose trajectories are
contained in the submanifolds p = constant. Denote the flow of Y by &(¢;p, 1) = (o(t;p, 1), 1). In order to
prove the first assertion, for a given (po, o) € % we must show that there is an open subset V of R? x U
such that (po, po) € V C %. We claim that this is true in the particular case that there exists sg € (0,9)
such that o(so; po) = po. Indeed, due to the assumption in (b), note that Y is transverse to

Ye={(a(s;p); p); |s = sol < e and || — poll < e}

for all € > 0 small enough and that (po, tt0) € X.. Then, since o : (0,0) x U — R? is continuous, by the flow
box theorem (and shrinking e > 0 if necessary) it follows that

Vi= U o(t; 2e)

te(—e,e)

is an open subset of R? x U. Furthermore, since % is invariant by ¢ and ¥, C % by construction, we have
that (po, o) € V C % and this proves the claim. Let us consider now an arbitrary po € &,,. Denote the
periodic orbits of X, passing through ¢:= 0(8/2; o) and po by 74 and 7,,, respectively. For each p € U we
take the orthogonal vector field to X, say X, j‘, pointing inward the periodic orbits in &7,,. We consider the
family {le-}#eU as a single €% vector field Y on R? x U and denote its flow by qg(t;p, w) = (p(t;p, ), 1.
Note that p,, is also a singular point for X j‘ that, by applying the Poincaré-Bendixson Theorem (see for

instance [3]), it is easy to show to be asymptotically stable. Observe moreover that q;(t; U) C U forallt > 0.
We define I':= {¢(t; g, po); t = 0} C Z,,,, which is clearly a transverse section for X, and distinguish two
cases:

e Case 1: I'N~y,, # 0. In this case there exist ¢1,t2 > 0 such that @(t2;q, o) = @(t1;po, o) € I Since
q = 0(0/2; 11p), on account of the claim we can take an open neighbourhood V; of (g, i) in R2 x U with
Vi C % . Then, by the continuity of solutions with respect to initial conditions, there exists an open
neighbourhood Vs of (po, o) such that qg( — t2;¢>(t1;V2)) C V4. Thus Va C qf:( — tl;c2>(t2;‘/1)) cCu,
where the second inclusion follows due to the ¢(t; %) C % for all t > 0 and ¢(t; %) = % for all t € R,
together with the fact that V, C %.

e Case 2: T'Ny, = 0. Note that in this case Int(y,) C Int(v,,). (Here, given a Jordan curve v C R
Int(v) denotes the bounded connected component of R? \ {y}.) Moreover, by the assumption in (c)
and taking K = Int(vy,), there exists s; € (0,9/2) satisfying that o(s1;p0) € Py, \ K. Therefore,
since ¢ = 0(6/2; o) € Int(y,,), by continuity there exists so € (s1,/2) such that o(sq; o) € Yp,-
Consequently o (sg;0) = ¢(t3;po, ito) for some t3 € R and on the other hand, again on account
of the claim, there exists an open neighbourhood V3 of (o(s2;pu0), o) in R? x U with V3 C %.
Thus, exactly as before, by continuity of solutions with respect to initial conditions, there is an open
neighbourhood Vj of (pg, to) such that Vy C ¢(—t3;Vs) C % .



This proves the validity of the first assertion.
Let us prove now that the function P: % —s (0, +00) defined by

(p, 1) — P(p; ) = {period of the periodic orbit of X, passing through p}

is ¥@. In what follows we shall use the notation p = (x,y) for the components of a point of R?. We fix
(p, 1) € % and suppose that the period of the periodic orbit of X passing through p = (Z,9) € & is
7 > 0. Then, due to X (p; 1) := X (p) # (0,0), there is i € {1,2} such that

Os0i (T3 D, f1) = Op05(0; p, 1) = X4(P; 1) # 0.

For simplicity in the exposition let us suppose that Xi(p; i) > 0. In this case we can apply the Implicit
Function Theorem to the equation ¢ (t;p, u) = x at (¢, p,u) = (7,9, /i) in order to obtain a €= positive
function S(p; i) in a open neighbourhood W C % of (p, i) verifying S(p; i) = 7 and

1(t D )]s (pyyy = @ for all (p, ) € W. (4)

Clearly we can assume that W is a cube Q(e1) with center (p, i) and edge length €1 > 0. We diminish ¢; if
necessary so that X (p; i) > 0 for all (p, ) € Q(e1). Furthermore, thanks to S(p; ji) = 7 together with the
continuity of S and ¢, we can take 5 € (0,£1) such that

Dt ps )| i—s sy € Q(E1) for all (p, p) € Qe2).
We claim that P = S on Q(e3). Clearly the claim will follow once we show that
©2(t: D 1)1 — g iy = ¥ Tor all (p, p) € Qe2).

By contradiction, suppose that there exists (p,ji) € Q(e2) such that @o(t;p,i)|i=spa) # J- Due to
Q(e2) C % , the trajectory of X passing through p is a periodic orbit which, for simplicity in the exposition,
we assume to travel clockwise around the center pj (the other case follows verbatim). That being said we
consider the piece of trajectory

L= {p(t;p,p); t €10,S(p, 1)]}

and the vertical segment, recall (4),
L:={(1-s)p+se(SP,n);p a);se(0,1)} C{z=z}

Arguing on the phase portrait of X, due to X (p;fr) > 0 for all p € T, if (S(ﬁ, i); P, /1) < ¢y then
interior of the Jordan curve /UI" is a positively but not negatively invariant subset of &7;. Similarly, if
2 (S (p, ); P, ﬁ) > g then we obtain a negatively invariant subset of &2 which is not positively invariant. In
both cases we get a contradiction with the fact that 27; is foliated by periodic orbits of X; and Q(e2) C % .
Consequently ¢o (S(p, 1); Dy ,u) =y for all (p, ) € Q(e2) and so the validity of the claim follows. Since Q(e2)
is an open neighbourhood of an arbitrary point of % and S is €% in Q(e2), the claim implies the second
assertion in the statement. |

The previous result is addressed to a family {X,},cu of vector fields and this is the reason why we
require the existence of a local transverse section near the outer boundary of the period annulus II,, that
behaves well with respect to parameters. That being said, Lemma 2.1 can be applied to a single vector
field X without this requirement because a trajectory of the orthogonal vector field X1 already provides
a transverse section in the whole period annulus. Thus in order to assert that p — P(p; w) is €% on &,
for each fixed p € U, it is not necessary to verify the existence of a continuous map o : (0,6) x U — R?
satisfying (a), (b) and (c).
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Remark 2.2. If X is a 4% vector field, @ € N U {oo,w}, with a center then the period function P is a
first integral for the flow of X on the period annulus & that, by Lemma 2.1, is €%. Consequently the
scalar product Vls(p) - X(p) is zero for all p € &. This implies that if 7 is a critical periodic orbit of X
then the gradient VP vanishes on 7. Indeed, if o: (0,1) — & is a €% transverse section to X on & and
P(s):= P(o(s)) then P'(s) = VP(c(s)) - o’ (s). Thus, since VP(c(s)) - X(o(s)) = 0, the transversality of o
implies that P’(s) = 0 if, and only if, VP(c(s)) = (0,0). This shows in particular that the condition for - to
be a critical periodic orbit is local and independent of the particular transverse section used to parametrize
the set of critical periodic orbits near +. O

We define next the notion that enable us to effectively study the criticality at the outer boundary.

Definition 2.3. Let U be an open set of R and consider a family of functions {h(-;u)}uev on (0,¢).
Given any uy, € U we define Zy(h(-;u), pis) to be the smallest integer n having the property that there
exist 0 > 0 and a neighbourhood V' of p, such that for every u € V' the function h(s; 1) has no more than
n isolated zeros on (0,0) counted with multiplicities. O

The hypothesis with regard to the local transverse section in our next result are slightly stronger than in
the previous one because we require the continuity at s = 0 and that o(0; i) belongs to the outer boundary
II, for all 4 € U, cf. assumption (c¢) in Lemma 2.1. We also remark that in the statement P(p; 1) stands
for the period of the periodic orbit of X, passing through p € &,,.

Lemma 2.4. Let us consider a €“ family {X,},cv of planar polynomial vector fields such that, for each
pw € U, X, has a center p, € R? with period annulus &,,. Let I1,, C RP? be the outer boundary of P,
Suppose there exists a continuous map o :[0,0) x U — RP? verifying that, for each p € U,

(a) the map o(-;p): (0,0) — R2 is €1,

(b) the vectors Os0(s; ) and X, (o(s; ) are linearly independent for all s € (0,0),
(c) o(s;p) € P, for all s € (0,0) and o(0; p) € I1,,.

Then, for each fixed uy € U, the following assertions hold:

1. The Hausdorff distance between the outer boundaries I, and I1,,, tends to zero as pn —+ fi,.

2. If P(s;p):= P(o(s;p);p) for all (s,pn) € (0,0) x U, then

(2‘1) Crit((HuwXu*),Xu) < ZO(P/('EM)vﬂ*)-

(2b) Crit((H#*,X#*),Xu) > n if for each open neighbourhood V' of p. and § > 0 there exist n different
numbers s1,82...,5, € (0,9) and 1 € V such that P'(s;; 1) =0 fori=1,2,...,n.

(2¢) Crit((M,,, X,,), X,) =0 if, and only if, Zo(P'(+; ), 1) = 0.

Proof. To show the first assertion note that, since X, is polynomial, we can consider its Poincaré com-
pactification p(X,,), see [3, §5] for details, which is an analytic vector field on the sphere S? topologically
equivalent to X,,. The outer boundary II, becomes then a polycycle of p(X,,) that can be studied using
local charts of S2. On account of this, the fact that dg (I1,,1,,) — 0 as p — p, follows by the continuity
of p+— o(0; 1) € II,, together with the continuity with respect to initial conditions and parameters of the
trajectories of p(X,). The interested reader is referred to [36, Lemma 22, p. 110] for a related result for
limit periodic sets.

With regard to the upper bound in (2a) it is clear that if Zo(P’(-;u),ux) = +oo then there is
nothing to be proved. So let us assume that Zo(P'(-;u), ux) = £ € Z>o and argue by contradiction.
If Crit((H#*,X#*),X#) > £ + 1 then there exist £ + 1 sequences {’yﬁi}ieN, k =1,2,...,0 + 1, where
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’yii/yiﬁ...,'yﬁfl are different critical periodic orbits of X, for each ¢ € N, such that u; — wu. and

dH(fyﬁz,Hu*) — 0 as i — +oo. Then, due to dy(I1,,I,,) — 0 as p — p, and

dg (’Yﬁ1 ) HM) <dm (’Y;Ij1 ) H/L*) + dH(H/m H,U*)a

we have dH(’yl'jNHM) — 0 as i = +oo for each k = 1,2,...,¢ + 1. Since o(0; ;) € II,, and there is
a one-to-one correspondence between zeros of P’(s; ;) arbitrarily near s = 0 and critical periodic orbits
of X,,, arbitrarily close to II,, (cf. [36, Lemma 22]), this implies that there exist £+ 1 sequences of positive
numbers {s¥}ien, k= 1,2,...,£+1, such that P'(s¥; u;) = 0 and #{s}, s, ... ,sf“} =/+1 for each i € N,
and lim; ;. ¥ = 0 for each k = 1,2,...,¢ + 1. This clearly contradicts that Zo(P'(-;p), ps) = £, see
Definition 2.3. The assertion in (2b) follows similarly. Indeed, on account of the assumption and the above
mentioned one-to-one correspondence between zeros of P’(s; ) near s = 0 and critical periodic orbits of X,
close to II,,,, we can construct n sequences {’Yﬁi}ieN, k=1,2,...,n, where 'y}ti,'yﬁi, .., are different
critical periodic orbits of X, for each ¢ € N, such that p; — p, and dH(%IL,HM) — 0 as i — +00.
Then, using that dg(II,,1I,,) — 0 as p — 1., we can assert that lim; o dH(’Y,]fi,H;m) = 0 for each
k =1,2,...,n, which implies Crit((II,,, X,,),X,) = n, as desired. Finally the assertion in (2c) follows
easily from the ones in (2a) and (2b). This completes the proof of the result. [ |

Next we introduce the notion of global transverse section for a family of period annuli. Roughly speaking
it is a transverse section, joining the center with some point at the outer boundary of the period annulus,
that behaves well with the parameters.

Definition 2.5. Let us fix w € N U {co,w} and consider a ¢ family {X,},cv of planar vector fields
such that, for each u € U, X, has a center p, € R? with period annulus Z,. Let I, C RP? be the outer
boundary of Z,,. A global transverse section for the family of period annuli {2, },cu is a continuous map
o :[0,1] x U — RP? verifying that

(a) the map o(-;pu): [0,1] — RP? is € for each p € U,

(b) the vectors dso(s; ) and X, (o(s; p)) are linearly independent for all (s,u) € (0,1) x U and the map
950 : (0,1) x U — R? is continuous,

(c) o(s;p) € Py forall s € (0,1), o(0; 1) € 11, and o(1; ) = py.

When such a global transverse section exists we say that the family of period annuli {£?,},cy varies
continuously. O

Remark 2.6. The period annulus of the family of Loud’s quadratic centers given in (2) varies continuously
in the sense of Definition 2.5. Indeed, it follows from the proof of [23, Lemma 3.2| that

p=(D,F)—§,:=sup{t >0; (s5,0) € &, for all s € (0,t)}

is a well-defined continuous function on R%. Moreover the point (£,,0) belongs to II,, and 0 < £, < 1 for all
p € R% Then o(s; ) = ((1—5)&,,0) for (s, u) € [0,1] xR? is clearly a global transverse section. In particular,
since the Loud’s system is polynomial, the outer boundary of the period annulus varies continuously in the
Hausdorff sense by the first assertion in Lemma 2.4. O

Note, see (b) in Definition 2.5, that we also require (s, ) = 9s0(s;u) to be continuous. The reason
for this is because if we define P(s;u) = P(o(s;u); 1) then (s, ) — 9sP(s; ) is a continuous function by
Lemma 2.1. This continuity is a key point in the forthcoming results. Before that we summarize in the next

statement the properties that we get for P(s; ) as a consequence of Lemma 2.1 and Definition 2.5.
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Corollary 2.7. Let us fix w € NU{oo,w} and consider a €% family of planar vector fields {X,}cu such
that, for each p € U, X,, has a center p, € R? with period annulus Z,,. Assume that the family of period
annuli varies continuously and let o : [0,1] x U — RP? be a global transverse section for {Pupev. If

P(s;p):= P(o(s;p); 1) for all (s,p) € (0,1) x U then the following holds:
(a) P(-;p) € €7((0,1)) for each u € U, and

(b) P and 0sP are continuous functions on (0,1) x U.

Definition 2.8. Under the assumptions of Corollary 2.7, we say that P(s;p) = P(o(s;p); 1), which is
defined for (s, p) € (0,1) x U, is a global parametrization of the period function. In contrast,

(p, ) — P(p; p) = {period of the periodic orbit of X, passing through p}

is defined on U,y &y x {p}, which is not so easy to handle. O

One of the main goals in the present section is to relate the concept of local bifurcation value of the
period function, as introduced in [23], with the notion of criticality, see Definition 1.1. As we will see the first
one concerns with the qualitative properties of the period function, whereas the second is more geometric
and quantitative. In doing so we will be able to take advantage of the results about the bifurcation diagram
of the period function of the Loud’s centers that we obtained in [23]. For reader’s convenience we next recall
the definition of local bifurcation value of the period function.

Definition 2.9. Let {I,},cv be a continuous family of intervals in R, i.e., such that I, = (€(u),r(p))
with £, € €°(U), and consider a continuous family of functions {F},: I,, — R},cp. We say that pug € U
is a regular value of the family {F,: I, — R} cy if there exist a neighbourhood V of 1 and an isotopy
{hp: I, — I, }pev, with by, = id, such that

sgn <FH(3)> = sgn <FH0 (hu(s))> forall s € I, and p €V, (5)

where sgn : R — {—1,0,1} is the extended sign function. A parameter ;o which is not regular is called a
bifurcation value. O

The endpoints of I, the domain of definition of F},, depend continuously on p, so that U,ecpl, x {p}
is an open subset of R x U. Thus, by a continuous family of functions {F),: I, — R},cy, we mean that
the map (s,u) — Fy(s) is continuous on U,epl, x {1}. Next we particularize the previous definition to
study the period function. To this aim note that, by Corollary 2.7, if {X,},cv is a ¢! family of vector
fields with a center such that the corresponding family of period annuli varies continuously, and we set

P(s;p) = P(o(s; p); ), then {0, P(-; 1) }uev is a continuous family of functions on (0,1).

Definition 2.10. Consider a ¢! family of planar vector fields {X,,},cu such that, for each u € U, X, has
a center p, € R? with period annulus Z,,, that we suppose to vary continuously.

(a) We say that po € U is a regular (respectively, bifurcation) value of the period function if for some
global parametrization of the period function P: (0,1) x U — (0,400) we have that uo is a regular
(respectively, bifurcation) value of the family {P’'(-;p): (0,1) = R} cu.

(b) We say that ug € U is a local regular value of the period function at the interior if there is some global
parametrization of the period function P: (0,1) x U — (0, +-00) satisfying that for each ¢ € (0, 1) there
exists a continuously varying neighbourhood I,,(c) of ¢ in (0, 1) such that pg is a regular value of the
family {P'(-;p): I,(c) = R} cu. A parameter which is not a local regular value at the interior is called
a local bifurcation value at the interior.
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(¢) We say that ug € U is a local reqular value of the period function at the outer (respectively, inner)
boundary if for some global parametrization of the period function P: (0,1) x U — (0, 400) there
exists a continuously varying neighbourhood I,,(c) of ¢ = 0 (respectively, ¢ = 1) such that p is a regular
value of the family {P’(-;u): I.(c) N (0,1) — R},cv. A parameter which is not a local regular value
at the outer (respectively, inner) boundary is called a local bifurcation value at the outer (respectively,
inner) boundary.

O

Remark 2.11. Let us make the following easy observations with regard to the previous definitions:

(a) One can replace “some global parametrization” by “any global parametrization”. Indeed, suppose that
po € U is a regular value for {P’(-;p)}ucu where P(s;p) = P(o(s; u); 1) and consider another global
parametrization P(s; ) = P(5(s; u); i) of the period function, see Definition 2.8. If we denote by 7, (s)
the Poincaré map from the transverse section ¥ given by s+ o(s; ) to the transverse section X given
by s — &(s;p) then 7, is an increasing diffeomorphism and P(s;p) = P(7,(s); 1), so that P'(s;pu) =
P'(7,(s); 1)7/,(5). On account of this and following the notation in Definition 2.9, hy, := 7,, © hy, o lel
is a suitable isotopy in order to show that y is a regular value for the family {P’(-;u},ev because

sgn(P'(s;p)) = sgn(P' (7,7 (s); 1)) = sgn (P’ ((hy 0 771 (8); 110)) = sgn (P’ (hu(s); o))
where we use that 7/(s) > 0.

(b) In order to study if a parameter is a local regular value at the outer boundary it is not necessary to
consider a global transverse section o: [0,1] x U — RP? for the family of period annuli. Indeed, see
point (c) in Definition 2.10, it suffices to take a local parametrization o: [0,8) x U — RP?, Similarly,
to study the local regular values at the inner boundary it suffices to take a local parametrization
o: (1-4,1] xU — R2.

O

As expected, 1 is a bifurcation value of the period function if, and only if, yq is either a local bifurcation
value at the inner boundary, at the outer boundary or at the interior. This is stated in the following result
and the interested reader is referred to [23, Lemma 2.7] for the proof.

Lemma 2.12. Let us consider a €' family of analytic planar vector fields {X,}ueu such that, for each
weU, X, has a center p, € R? with period annulus P, that we suppose to vary continuously. Then the
bifurcation diagram of the period function is the union of the local bifurcation diagrams at the inner and
outer boundary and in the interior.

Under the assumptions and notation in Corollary 2.7, a sufficient condition for u, € U to be a local
regular value of the period function at the interior is that P’(s; p.) # 0 for all s € (0,1). This follows easily
by the continuity of (s, ) — P’(s;u) on (0,1) X U and a compactness argument. In case that this function
is €' then another sufficient condition is that P’(-;u,) has only simple zeros because the application of
the Implicit Function Theorem provides the appropriate isotopies. Hence, in this context, the set of local
bifurcation values of the period function at the interior is contained in

A:= {u € U; there exists s € (0,1) such that P'(s;u) = P"(s;u) = 0}.

If P’(s; ) was polynomial in s (which is certainly not true) then A would consist of those parameters i, such
that the discriminant of P’(s; i) is equal to zero. (Recall that the discriminant of ¢ € R[z] is the resultant
between ¢(z) and ¢'(x), see for instance [8].) One may expect on the other hand that the parameters in A
are always local bifurcation values of the period function at the interior. However this is not always the
case and the following toy models show that some additional assumptions are needed to this end.

14



Example 2.13. Setting N = 1, we take P’ to be F(s;u) = (s — p)? and U = (0,1). Then it is clear that
any 4 € U is a local regular value of F' at the interior (i.e., there are no local bifurcation values) but we
have that A = U. Note that in this case the interior of A is non-empty. O

Example 2.14. Setting N = 2, we take P’ to be F(s; 1) = (s—p1)>—p2 and U = (0, 1)2. Then again it turns
out that any p = (p1, u2) € U is a local regular value of F at the interior, whereas A = {u € U : us = 0}.
Observe that in this case the interior of A is empty but F(-;u) has zeroes of multiplicity 3. O

The following result provides us with an analytical tool to study the local bifurcation values of the period
function at the interior. We emphasize that it has the natural hypothesis in view of the previous discussion.

Lemma 2.15. Let {X,},cu be an analytic family of planar vector fields such that, for each p € U, X, has
a center p,, € R? with period annulus P,,. Assume that the family of period annuli varies continuously and
let 0 : [0,1] x U — RP? be a global transverse section for {P,}ev. Setting P(s;u) = P(o(s;p); p) for all
(s,p) € (0,1) x U, suppose additionally that

(a) the interior of A (as a subset of U C RY) is empty, and

(b) for each p € U, the zeros of P'(-;u) have at most multiplicity 2.

Then each i € A is a local bifurcation value of the period function at the interior.

Proof. Note first that, by Corollary 2.7, the function P(-;p) is analytic on (0,1) for each p € U. Let
us take any po € A. Then there exists sop € (0,1) such that P’(so; o) = P”(s0;10) = 0 and, by the
hypothesis in (b), P"'(so; 10) # 0. Consequently P’(-;puo) has a local extremum at s = sp and so there
exists € > 0 small enough such that P’(-;uo) has the same sign +1 or —1 on (sg — &, 80 +¢) \ {so}. Assume
by contradiction that pg is a local regular value of the period function at the interior. Then, taking ¢ = sg
in (b) of Definition 2.10, we can consider a neighbourhood V' of g, a continuously varying neighbourhood
I, of 5o in (0,1) and an isotopy h, : I, — I, for p € V, with h,, = id, verifying the equality in (5).
Since A has empty interior we can take i € V \ A and define §:= hgl(so) € Iz. On account of this,
particularizing (5) with y = i and s = § we deduce that P’(8; i) = 0. Accordingly, due to i ¢ A, it follows
that P”(3; i) # 0. Therefore the function s — P’(s; i) changes sign at s = §. This contradicts (5) taking
w=fand s = § because P’(-;uo) has the same sign on (sop —¢,s0+¢) \ {so}- |

In the statement of our next result p(X) stands for the Poincaré compactification in S? of a planar
polynomial vector field X, see [3, §5] for details. Recall also that any polycycle of an analytic vector field
can be desingularized giving a polycycle with only hyperbolic or semi-hyperbolic vertices. By a hyperbolic
polycycle we mean that its desingularization does not have semi-hyperbolic vertices (i.e., saddle-nodes).

Lemma 2.16. Consider a €% family of planar polynomial vector fields {X,},cu such that, for each p € U,
X, has a center p,, € R? with period annulus P, that we suppose to vary continuously. Then the following
assertions hold for any given p, € U:

(a) If Crit((Hu* XL )s X#) = 0 then uy is a local reqular value of the period function at the outer boundary.

(b) Assuming additionally that the outer boundary II,,, is a hyperbolic polycycle of p(X,.,), if px is a local
regular value of the period function at the outer boundary then Crit((H#*,Xﬂ*LX,L) =0.

Proof. Since the family of period annuli varies continuously, see Definition 2.5, we can take a global trans-
verse section o : [0,1] x U — RP? and consider the global parametrization of the period function given by

P(s;p):= P(o(s;p); p) for (s,p) € (0,1) x U, see Corollary 2.7.

In order to show (a) note that if Crit((IL,,, X,,), X,) = 0 then Zo(P'(-, p), ue) = 0 by assertion (2c)
in Lemma 2.4. This implies, see Definition 2.3, the existence of § > 0 and a neighbourhood V' of u, such
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that P’(s;u) does not vanish on (0,4) x V. Hence, since (s, ) — P’(s;p) is continuous thanks to (b) in
Corollary 2.7, the function P’(s;u) has constant sign on (0,0) x V. Thus, see Definitions 2.9 and 2.10,
taking I, = (0,6) and h, = id it follows that i, is a regular value of the family {P’(-;u) : I, = R}, cv as
desired. This shows the validity of the assertion in (a).

Let us turn next to the assertion in (b). If i, is a local regular value of the period function at the outer
boundary then there exist a neighbourhood V of p,, a continuous strictly positive function u — €, on V
and an isotopy {h,: (0,e,) — (0,e,, ) }uev such that sgn(P’(s;u)) = sgn(P’(h,(s)); ps) for all s € (0,¢,)
and p € V. From this point we distinguish two cases:

1. If the center of X, is not isochronous then, by applying [26, Theorem 1.1], the zeros of P’(s; ) do not
accumulate to s = 0. Let us remark that to apply this result we take into account that the transverse
section o(-;uy) is analytic at s = 0, see Definition 2.5, and the hypothesis that II,, is a hyperbolic
polycycle of p(X,,,). Hence there exists p > 0 such that P’(s; u,) # 0 for all s € (0, p). Thus, since we
can suppose without loss of generality that €, € (0,p) and §:= inf{e, : p € V} > 0, it follows that
P'(s;p) # 0 on (0,8) x V, which implies (see Definition 2.3) that Zo(P’(-,u), 1#+) = 0. Therefore, by
assertion (2¢) in Lemma 2.4, Crit((IL,,, X,,, ), X,.) = 0.

2. If the center of X, is isochronous then P’(-;u.) = 0. Hence sgn(P’(s;u)) = sgn(P’(hu(s));ps) =0
for all s € (0,e,) and 1 € V. Thus P’(-;p) has not isolated zeros for all p € V' and consequently, see
Definition 2.3, Zo(P’(-, p), ptx) = 0. Then Crit((II,,,, X,.,), X)) = 0 by (2¢) in Lemma 2.4.

This shows (b) and completes the proof of the result. ]

We conclude this section by showing that, as we explain in the introduction, Theorem A leaves us very
close to the proof of the existence of an upper bound for the number of critical periodic orbits in the family
{X,,v € R?}. In this respect we note that there are parameter values v € R? for which X, has another
center p, apart from the one at the origin (see for instance [23, Figure 4]). The bound also holds for the
critical periodic orbits of this second center because one can always find an invertible affine transformation
g: R?2 — R? with g(p,) = (0,0) such that the push-forward of X, by g verifies g.(X,) = B8X, for some
7 €R? and 8 #0.

Lemma 2.17. Consider the family of vector fields {X,,v € R?} given in (2). If Crit((I,,, X,,), X)) is
finite for every vy € R? then there exists N € N such that the center at the origin of X, has at most N
critical periodic orbits for all v € R2.

Proof. By Lemma 2.1, % := |J, cg> & x {v} is an open subset of R? x R? and the map

(p,v) — P(p;v) = {period of the periodic orbit of X, passing through p}

is analytic on %. We define P(s;v) := P(((l - 8)&,,0);v) for each (s,v) € (0,1) x R?, see Remark 2.6,
which provides us with a suitable global parametrization of the period function. Let us note in particular
that % P(s;v) is a continuous function on (0,1) x R? for each k € N. Moreover, by [19, Theorem A], we
know that if v = (D,F) ¢ K := [-7,2] x [0,4] then then the center at the origin of X, has no critical
periodic orbits. Consequently, if for each fixed v € R? we define N, to be the number of isolated zeros of
s+ P'(s;v) on the interval (0,1) counted without multiplicities, the result will follow once we prove that

sup (IV,) < +oo.
veK

Let us advance that this will be a consequence of the compactness of [0,1] x K. With this end in view we
fix any (s, ) € [0,1] x K and observe that three different situations may occur:
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(a) Case s, = 1. As a consequence of the result of Chicone and Jacobs, see [6, Theorem 3.1], there exist
€,8 > 0, depending on v,, such if v € B.(v,):= {v € R? : ||v — 14| < &} then the number of isolated
roots of P'(s;v) =0 with s € (1 — 4, 1) is at most 2 (counted with multiplicities).

(b) Case s, = 0. Since ¢:= Crit((Il,,, X,,), X,) < +oo by assumption, (2b) in Lemma 2.4 implies that
there exist £,0 > 0 (depending on v, again) such if v € B.(v,) then the number of isolated roots of
P'(s;v) = 0 with s € (0,0) is at most £ (counted without multiplicities).

(¢) Case s, € (0,1).

(c1) If the center of X, is not isochronous then there exists k € N, depending on (s, v4), such that
OF P(s,; V) # 0. By continuity there is a neighbourhood V of (s, vs) such that 8% P(s;v) # 0 for
all (s,v) € V. Hence the application of Rolle’s Theorem shows that there exist €,6 > 0 such if
v € B:(v,) then the number of roots of P’(s;v) = 0 with s € (s — 4, s, + 0) is at most k (counted
with multiplicities).

(¢2) Let us suppose finally that the center of X,, is isochronous. Since (((1 — )&y, ,0),v4) € %, and
by taking for instance the flow of the orthogonal vector field X;-, there exists a transverse section
5+ o(5;v) given by an analytic map

o:(=01,01) X Be, (V) — %

and such that o(0; 1) = (((1—s4)&.,0), ). We then define P(5;v):= P(o(5;v)), which is clearly
analytic on (—d1,91) X B, (v+). We can thus compute its Taylor’s series at 5§ = 0,

P(5v) = Z a;(v)s',

=0

where each qa; is an analytic function on B, (v,) with a;(v,) = 0. Working in the local ring R{v},,
of convergent power series at v, we consider the ideal 9B := (ai,i S N). The ring is Noetherian
and so there exists £ € N such that B = (a1,a9,...,as). Verbatim the proof of Chicone and
Jacobs for [6, Theorem 2.2] (see also the result of Roussarie in [36, §4.3.1] for a similar result for
the displacement map), there exist analytic functions h;(3;v) in a neighbourhood of (0,v,) with
hi(0;v) =1 for i =1,2,...,¢ such that we can write

P'(50) =Y ai(v)s' ' hi(5v).

i=1

Now, setting ;(5;v):= 52~ h;(5; v) and proceeding just like the proof of [6, Theorem 2.2], one can
apply the well-known derivation-division algorithm and use recursively Rolle’s Theorem to show
that there exist da, €2 > 0 small enough such that if v € B, (v, ) then the ordered set (¢1, 92, ..., 1)
is an extended complete Cheybshev system for 5§ € (—d2, d2), see [13] for a definition. Accordingly
if v € Be,(vy) then either P'(-;v) =0 or P'(5;v) = 0 has at most £ — 1 roots with 5 € (—6a,d2)
counted with multiplicities. Using the original parametrization of the period function, this shows
the existence of d3,e3 > 0 small enough such that if v € B.,(v,) then the number of isolated roots
of P'(s;v) =0 with s € (s, — 03, $x + 03) is at most £ — 1 taking multiplicities into account.

Since in each one of the possible cases there is a neighbourhood of (s,,v,) where the number of critical
periods is finite, the result follows by taking a finite subcover of [0,1] x K. [ ]
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3 Asymptotic expansion of the period function

From now on we focus on the quadratic family {X,,v € R?} given in (2) and study the period function of
the center at the origin. In this section we give its asymptotic expansion near the outer boundary II, for
parameters v inside three specific sets (see Figure 1):

I ={D=-4,Fe(5)}U{F=4%De(-1,0)},
Iy ={F=2D¢e(-20}U{D=G(F): Fe(l,3)}

and
I3 ={F=1,D¢€(-1,0)}.

In all the cases the period annulus &, is unbounded. Since the vector field X, is polynomial, in order to
study the behaviour of the trajectories near infinity one can use its Poincaré compactification p(X, ), which
is an analytic vector field on the sphere S? topologically equivalent to X, see [3, §5] for details. The outer
boundary II, is a polycycle of p(X,) that can be studied using local charts of S2. In doing so one obtains
(see [23, Figure 4]) the different phase portraits in the dehomogeneized Loud’s family {X,,v € R?}. For the
parameter values studied in this section it occurs that the polycycle IT, of p(X,) is hyperbolic if v € I'; UT'y
and has a saddle-node singularity if v € I's. With regard to the phase portrait, it happens that the affine
part of IT, is a straight line for v € I'y, whereas it is a branch of a hyperbola for v € T'y. These are the
reasons why we split the parameters under consideration in these three subsets, which are studied in the
forthcoming subsections. Concerning the behaviour of the period function near II,, the dichotomy between
local regular value and local bifurcation value (see Definition 2.10) is solved for any v € I'y UT'y UT'3 thanks
to the results in [22, 23, 25, 38]. In these papers it is computed the asymptotic expansion of the period
function to second order, which usually suffices to tackle the regular/bifurcation dichotomy. However in
order to study the criticality we need here to go further and compute the third, and even the fourth, order
expansion. Let us advance that the asymptotic expansions for v € 'y are given in Proposition 3.2 and the
ones for v € I's in Proposition 3.3. Being the proof of both results rather long and technical, for the sake
of paper’s readability we postpone them to Appendix A, where we also summarize the fundamental results
and definitions from [29, 30, 31| that we shall use here. Among them we point out the notion of L-flatness
F$°(vp), see Definition A.2, used in the remainder, and the Ecalle-Roussarie compensator w(s; a), that is a
deformation of the logarithm used in the monomial scale in which the asymptotic expansion is given.

Definition 3.1. The function defined for s > 0 and o € R by means of

372’1 ifa#0,
—logs ifa=0,

w(s;a):=

is called the Ecalle-Roussarie compensator. In the sequel we shall also use the notation wy (s) = w(s; ). O

The asymptotic expansion for v € I'5 is given in Proposition 3.6 and its proof is of a different nature due to
the occurrence of a saddle-node bifurcation at the polycycle.

3.1 Study of {D=-1/2,F € (1/2,1)} and {FF=1/2,D € (-1,0)}
Figure 2 shows the phase portrait in the Poincaré disc of the vector field X, in (2) for v varying inside

Vi={(D,F)€eR*: D€ (-1,0), F € (0,1)}.
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P h

Figure 2: Phase portrait in the Poincaré disc of X, for v € V, where
for convenience the center at (0, 0) is shifted to the left and the vertical
invariant line is {z = 1}.

We take transverse sections ¥; and Xy parametrized by s — (1 — ,0) and s — (—1/s,0) with s > 0,
respectively, and define T'(s;v) to be the time that spends the solution of X, with initial condition at
(1 —s,0) € 31 to arrive at Xo. Thanks to the symmetry of X, with respect to {y = 0}, it turns out
that the period of the periodic orbit passing through (1 — s,0) € X; is precisely 27'(s;v). Consequently
the emergence/disappearance of critical periodic orbits from II,, corresponds to zeros of T"(s; v) bifurcating
from s = 0, more concretely to the number Zo(7"(-;v),v,) as introduced in Definition 2.3. A key point
to study these bifurcations is that T'(s;v) is the Dulac time associated to the passage through a hyperbolic
saddle, which is at infinity (see Figure 2 again). Therefore we can apply [30, Theorem A] to obtain the
asymptotic expansion of T'(s;v) at s = 0 and use then [31, Theorem A] to compute its first coefficients
T;;(v). Next result gathers all this information, where I'(-) denotes the gamma function.

Proposition 3.2. Let T(s;v) be the Dulac time of the passage from ¥1 to Yo of the saddle at infinity of
the vector field X, in (2) for v € V. Then the coefficients Too, To1, Tho and Tag in its asymptotic expansion
at s = 0 are meromorphic functions on V that can be written as

Too(l/) = 72 %FETD-&-IV TOI(V) = pl(l/) ;((1_2%))7
o) = )20+ DS ) = o SN L pen 4,

where \(v) = % is the hyperbolicity ratio of the saddle,

A4l 2
) =5 (o) * () wd ;) = S
and ps s an analytic function on V N {% <F< 1} . In addition the following holds:
(a) IfvoeVn {% <F< 1} then, for all v > 0 small enough,
T(s;v) = Too(v) + Tio(v)s + Tao(v)s® + Fro_,,(10)
with Lo = min (3, )\(1/0))‘ Moreover Tlo(—%,F) =0 and Tgo(—%, F)>0 forall F € (%7 1).
) Ifvoevn {% <F< %} then, for all v > 0 small enough,
T(s;v) = Too(v) + Tio(v)s + Tor (v)s + F52 ., (vo).
Furthermore Tyo(—5,F) =0 and To1(—%,F) >0 for all F € (4,2).
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F——

Figure 3: Phase portrait in the Poincaré disc of X, for v € W with
D < —1 (left) and D > —1 (right), where the center at (0,0) is shifted
to the left, the vertical invariant line is {x = 1} and the hyperbola
{3y* — q(z) = 0} appears in boldface type.

(¢) Ifvoe VN{F = %} then, for all v > 0 small enough,
T(s;v) = Too(v) + Tao(v)s + Ty (v)s”wa-x(s) + Ta0(v)s® + F52.,(v0),
where T3y, and T3y, are analytic functions in a neighbourhood of VO {F = 2}. Moreover Tio(—3,3) =0
and T3y, (=3, 3) # 0.
(d) IfvoevVn {F = %} then, for all v > 0 small enough,
T(s3v) = Too(v) + Tioy (V)swi-a(s) + Tioo()s + F52, (o),

where
Tlo1(v) = —pa(W)(F = 1/2)* and Tioo(v) = ps(v)(D +1/2) + ps(v)(F — 1/2)

for some analytic positive functions p; in a neighbourhood of V N{F = 1} with ps(—3,%) = ps(—1%, 3).

As we already explained, the proof of this result is postponed to Appendix A. The monomial order in
each one of these asymptotic expansions is with respect to the strict partial order <,,, given in [29]. Let us
recall in its regard that we write f <,, g in case that

g(s; M)

lim =0.
(s,1)—=(0,10) f(85)

For the monomials under consideration this order is preserved after derivation with respect to s, and so it
is the good flatness properties of the remainder. Thus, as it occurs with the Taylor’s series of an analytic
function, an upper bound for the number of zeros of T"(s;v) that can bifurcate from s = 0 follows by
identifying the first non-vanishing coefficient in the asymptotic expansion. For the proof and a precise
statement of this result, which essentially follows by using the well-known derivation-division algorithm, the
reader is referred to [29, Theorem C].

3.2 Study of {F=2,D¢€(-2,0)} and {D=G(F): F e (1,3/2)}

Figure 3 shows the phase portrait in the Poincaré disc of the vector field X, in (2) for v varying inside
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W:={(D,F)eR*: F+D>0,D<0and F > 1}.

In this case the outer boundary of the period annulus of the center at (0,0) is contained in the union of the
line at infinity and an invariant hyperbola C:= {3y* — q(z) = 0}, where ¢(z) = az? 4 bz + ¢ with
D D—-F+1 F-D-1

CEon—F) T Ao ma—2r) M T ra s m = 2r)

One can verify that if v € W then ¢ has two distinct real zeros, that we shall denote by p; and po taking
p1 < p2. That being said, we place two transverse sections X1 and Yo parametrized by s — (p; — s,0) and
s — (—1/s,0) with s > 0, respectively, and define T'(s;v) to be the time that takes to the solution of X,
with initial condition at (p; — s,0) € £; to arrive at Xo. Then T'(s;v) is the Dulac time associated to the
passage through a hyperbolic saddle at infinity, so that we can apply the results in [30, 31] to obtain its
asymptotic expansion at s = 0. This is important for the proof of Theorem A because, exactly as in the
previous case, the symmetry of X, with respect to {y = 0} implies that the period of the periodic orbit
passing through (1 — s,0) € ¥y is 27(s;v). With regard to our next result we remark that }:% < 1 for
all v € W, which is relevant since the hypergeometric function o (a, b; ¢; - ) is holomorphic on C\ [1, +00),
see Appendix C. Let us also mention that B(-,-) is the beta function.

Proposition 3.3. Let T(s;v) be the Dulac time of the passage from X1 to Yo of the saddle at infinity of
the vector field X,, in (2) for v € W. Then the coefficients Too, To1, Tio and T in its asymptotic expansion
at s = 0 are meromorphic functions on W that can be written as

Too(v) = JatiZpm 2P (L 33 152),
To1(v) = p1(v)B( = A, 2),

Tolv) = pB(1— 1 —3)eFi(—1- 4~} -} 1222)

and

Tao(v) = p3(v)B(1 — % —%)2F1( - % -3, —%; —% -5 }:gf) + pa(v)Tho(v),

>0

where A(v) = Q(Fil,l) is the hyperbolicity ratio of the saddle and, for i =1,2,3,4, p; is an analytic positive
function on W. In addition the following holds:

(a) Ifroe WN{l1<F< g} then, for all v > 0 small enough,
T(s;v) = Too(v) + Tio(v)s + ng(l/)s2 + .Ffz_v(z/o)
with Lo = min(3, A(vg)). Moreover Tao(v) # 0 for allv € W N {1 < F < 2} such that Tyo(v) = 0.
(b) Ifvo e WN {2 <F <3} then, for all v >0 small enough,
T(s;v) = Too(v) + Tro(v)s + Toy (v)s™ + Tao(v)s® + Fro_u(10)

with Lo = Mvo) + 1, and there ezists a unique v, € W N {3 <F <2} such that Tyo(v) = 0 and
To1(vs) = 0. Furthermore Tog(vy) < 0, the gradients of Toy and Tig at v, are linearly independent, and
ve = (D, 3) with D, = G(3) ~ —1.128.

(¢) IfvoewWn {F = g} then, for all v > 0 small enough,
T(s3v) = Too(v) + Tro(v)s + Taoy (v)s*wa-x(s) + Tino(v)s* + F52, (),

where T2y, and T2y, are analytic functions in a neighbourhood of WN{F = %} Moreover Tio(D, %) =0
if and only if D = =1, and T3, (~1, %) # 0.
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(d) If vo € WN{F =2} then, for all v > 0 small enough,
T(s;v) = Too(v) + Tor (v)s™ + Ty, (V) swi—ax(s) + Tino(v)s + Fiva_, (v0),

where Tlé00 and T 101 are analytic functions in a nezghbourhood of WN{F = 2}. Moreover T01(D 2)=0

for all D € (-2,0), T101 (D,2) =0 if and only if D = 7, and the gradients of To1 and T101 are linearly
independent at (—3,2).

The proof of this result is postponed to Appendix A.

Remark 3.4. The asymptotic expansions in Proposition 3.3 were already given in [23, Theorem 3.6] but
only to second order. In that result it is given, among others, the expression of the coefficient T7o(v) in terms
of a definite improper integral. Furthermore, see [23, Proposition 3.11], it is proved by applying the Implicit
Function Theorem that the set of those v € Wy:= WN{F < 3/2} such that T1¢(v) = 0 is the graphic of an
analytic function D = G(F). This is the function that appears in assertion (b) of Proposition 3.3. Thanks
to the results in Appendix B we can now identify the improper integral as a hypergeometric function, so
that we can write

rem:D=G(N}={veWm A(-1-3 53~ x15) =0
where p; and ps with p; < po are the real roots of ¢(x) = 0 and A(v) = 2(F71—1) 0

Remark 3.5. In the statement of Proposition 3.3 we refer to some positive functions p; € €“(W). Let us
mention that in the proof we show that

1
_ 1 (p2—p1) 2F-D -1 1
M) =55 i P T Em G

_ 3 1 _ p1—142F(p2—p1)
P3(V) = §v3a Ga=pr)? (=) Pa(V) = =)

We do not use the explicit expressions in this paper but they may be relevant for future applications. [

3.3 Study of {F=1,D € (-1,0)}

Our aim in this section is to study the period function of the center at the origin of X,, for v = (D, F') with
F ~1and D € (—1,0). To this end we introduce transverse sections ¥; and X5 parametrized, respectively,
by means of

(1-s,0) ifF<1
o1(s;v):= .
(p1 —s,0) if F>1,

where recall that ¢(x) = a(x — p1)(z — p2) with p; < ps for F > 1. One can also check that limp_,1+ p; = 1.
For each v = (D, F) € (—1,0) x (0,+00) we define T'(s;v) as the time that spends the solution of X,
starting at o1(s;v) € X1 to arrive at Yo, A key feature of this Dulac time is that the singularity for ' =1
is not a hyperbolic saddle but a saddle-node. Our next result gives the asymptotic expansion of T'(s;v) at
s =0 for FF ~ 1. We point out that this is relevant for the proof of Theorem A because the period of the
periodic orbit of X, passing through o1 (s;v) € X is precisely 27(s; ) due to the symmetry of the vector
field.

and oy(s;v):= (—1/s,0),

Proposition 3.6. Let T'(s;v) be the Dulac time of the passage from X1 to Yo of the saddle-node unfolding
at infinity { X, }. Then there is an open neighbourhood % of (—1,0) x {1} such that

T(s;v) = To(v) + Th(v)s + Ta(v)s® + s%h(s; V),
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Figure 4: Phase portrait of X, for v = (D, F) € (—1,0) x (0,400) in
the Poincaré disc with F' < 1 (left) and F' > 1 (right). In this case,
contrary to the previous ones, the singularity at infinity for F' = 1 is
not a hyperbolic saddle but a saddle-node.

where Ty, T1, Ty € €°(%) and, setting © = s0,, lim,_,o+ OFh(s;v) = 0 uniformly on compact sets of % for
k=0,1,2. Moreover T1(D,1) = 0 if, and only if, D = —3. Finally To(—1/2,1) # 0.

Proof. To study the saddle-node bifurcation that occurs at infinity we work in the projective plane RP?
and perform the change of coordinates

(u,v) = p(x, y) = (1;55)

The meromorphic extension of X, in these coordinates is given by
X, =p.X, = %(UP(U,’U; V)0y + vQ(u, v; 1/)&,)
with
P(u,v;v) =1~ F — Du® + (2D + L)uv — (D + 1)v?
and
Q(u,v;v) = —F — Du* + (2D + 1)uv — (D + 1)v*.

Our first goal is to show that we can bring locally the saddle-node unfolding to a convenient normal form
in order that we can apply the tools developed in [25] to study the asymptotic expansion of its Dulac map
and Dulac time. With this aim, some long but easy computations show that the local analytic change of
coordinates given by

z,w) =Y(u,v):= Y , Y ,
() = o) (x/g(u,v) \/g(uyv)>
(2D+1)

where g(u,v):= GF-DD W — (Db 2 L brings the vector field X, to

2FD 2D

1

X, = ———(2(2 = 2(F — 1))8. — w(2F — 2%)8,,),
Ty (2 = 2 = 1)0. — w(2F — )3,)
1
with U(z,w;v) := (Q(é%tll)) zw — (Z;l)wQ — %) *. A technical assumption in order to apply the results

from [25] is that for each v the Taylor’s series of (z,w) — U(z,w;v) at (0,0) is absolutely convergent for

23



all (z,w) € [~1,1]2. This is not fulfilled unless we perform a rescaling which is only well defined provided
that v varies inside a compact subset of (—1,0) x (0, +00) and this forces us to work locally. For this reason,
as a first step in the proof, we will show a local version of the statement. More concretely, that for each
vy = (D, 1) with D, € (—1,0) there exists an open ball B,, = {v € R? : ||v — v,]| < §} such that

T(s;v) =T (v) + TV (v)s + Ty* (v)s® + s*h* (s;v),

with T} continuous functions on B,, and lim, o+ ©Fh¥*(s;v) = 0 uniformly on B,, for k = 0,1,2. To
begin with we take § > 0 small enough so that the closure of B,, is inside (—1,0) x ($,+00) and define

w® — Zw sz

D+1 22D +1) |72
r::inf{’(D;) 2 D((QFtl)) <1, w] <1 and |1/—l/*||<5}, (6)

which is strictly positive. The pull-back of X, by the rescaling p(z,w):= (rz, rw) can now be written as in
[25, Eq. 13] because one can easily verify that

1

. 2 _ _ 2 _ 2 : — _ 2
X, = T ERT) (2(2* = €)0. — w(2F/r* — 2%)0,,) with e:= 2(F —1)/r

and where the Taylor’s series of

. Ulrz,rwyv) =D o ((D+1) 5 (2D+1) %
Ulz wiv)i= r = o (Hr ( °oFD ©  DEF-1)""

at (z,w) = (0,0) is absolutely convergent for all (z,w) € [-1,1]? and v € B,, since, on account of (6)

2| (D+1) 5 (2D +1) 1 2
S S <= - .
"\ SFp ¥ D(2F 1)zw <3 for all (z,w,v) € [-1,1]* x B,,

In these new rescaled coordinates, that we still denote by (z,w) for simplicity, the period annulus is inside
the quadrant {w > 0,z > 9.} where
9. = { Ve ife >0,
€

N 0 ife<O.

Setting ¥, := p~ Lo, we take two auxiliary transverse sections £7:= U7 ({w = 1}) and 5 := U1 ({z = 1})
parameterized by o7 (s;v):= W 1(s+9,, 1) and o5 (s;v):= U 1(1, s), respectively (see Figure 4). We define
T (s;v) and 2(s;v) to be the Dulac time and Dulac map of X, from X} to L%, respectively. We remark
that, by construction, 7 (s;v) is the time that the solution of p* X, starting at the point (s +.,1) spends
to arrive at {#z = 1} and that the intersection point is precisely (z,w) = (1, Z(s;v)). In this regard, since
w = P(z;v) is a trajectory of the vector field z(2% — €)0, + w(2F/r? — 22)0,, see [25, p. 6417] for details,
the application of (b) in Corollary A of [25] with {y = 2, = k = 2, A = 2F/r?} shows that

PD(s;v) = s*I(B,,), (7)

by shrinking § > 0 if necessary. Here, and in what follows, Z(B,, ) stands for some function h(s;v) verifying
that lim,_,o+ ©*h(s;v) = 0 uniformly on v € B, for k = 0,1,2. Furthermore, by applying Corollary B in
the same paper with {u = 2,¢ = k = 2} and shrinking § > 0 again we can assert that

T(s;v) = bo(v) + bi(v)s + ba(v)s® + s°Z(B,,) (8)

with b; € €°(B,,) for i = 0, 1,2. Working in the original (z,y) coordinates, we consider next the transition
times T1(-;v) and Ta(-;v) of X, from ¥; to p~(X}) and from p~1(L%) to Yo, respectively. We define
moreover R(-;v) to be the transition map from % to p~1(X7). Accordingly

T(s) =Ti(s) + (To R)(s) + (T2 09o R)(s)7 (9)
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where we omit the dependence on v for the sake of shortness. By [22, Lemma 3.2], we have that T5(s;v) an
analytic function at {0} x B,, with T5(0;v) = 0. Observe at this point that, setting

6 0 ifF<I,
Tl 1-p fF>1,

we can write the parametrization of ¥ as 01(s;v) = (1 —&, —s,0). We claim that there exist two functions
f(8;v) and ¢(8;v), analytic at {0} x B,,, such that

Ti(s;v) = f(s+&,;v) and R(s;v) = g(s + &5 v) — Ve (10)

To show this let us consider two additional transverse sections 31 and 2{‘ parameterized respectively by
61(8;v):= (1 —3,0) and 67(5;v):= (¥, 0o p)~1(3,1), which clearly are analytic at {0} x B,,. Moreover it is
clear that they are related with X1 and X7 through o1(s;v) = 61(s + &,;v) and ol (s;v) = 67 (s + Je;v).
That being said, the claim follows by noting that if we choose f(8;v) and g(8;v) to be, respectively, the
transition time and transition map of X, from ¥ to %7, which are clearly analytic at {0} x B,_, then the
equalities in (10) hold. Note moreover that g(&,;v) = 9. since R(0;v) = 0. On account of the claim, by
considering the second order Taylor’s development of f($;v) and g(§;v) at § = £, respectively, we get

Ti(s;v) = ag(v) + a1(v)s + az(v)s® 4+ s*Z(B,,,) and R(s;v) = ¢1(v)s + c2(v)s® + s*Z(B,,)

with a;,c; € €°(B,,) and where we also use that v + £, is a continuous function. The combination of the
second expression above with (7) and (8) yields

(20 R)(s) = s’Z(B,,) and (T o R)(s) = bo(v) + by (v)s + ba(v)s® + s°T(B,,),

respectively, with b; € €°(B,,). Summing up, since (Ty0 Z0oR)(s) = s*Z(B,,) due to T5(0;v) = 0, from (9)
we can assert that
T(s;v) =Ty (V) + TY* (v)s + Ty (v)s® + s*h"* (s;v) (11)

for some functions 7;* that are continuous on B,, and some h** € Z(B,,). This concludes the proof of the
local version of the statement, in which we remark that the coefficients T} * (v) and the remainder s2h"=(s; v)
depend by construction on v,. Our next step will be to globalize them and to this end we define

U = U B,,
v, €(—1,0)x{1}

which is clearly an open neighbourhood of (—1,0) x {1}. Let us consider now any v1,v, € (—1,0) x {1}
such that B,, N B,, # 0. Then, from (11), we get that

T3 (v) = Tg? () + (T (v) = T1* (0)) s + (T3 (v) = T3 () 8% + 8° (" (s;0) = h™2(s;v)) = 0

for all s > 0 small enough and v € B,, N B,,. Since h** — h*2 € Z(B,, N B,,), taking the limit s — 0T on
both sides of the above equality we deduce that Ty* = T on B,, N B,,. Similarly, but taking the first and
second derivatives with respect to s, respectively, we get that T7* = T} and T,* = T,? on B,, NB,,. Hence,
for i = 0,1,2, the local functions 7}* € ¢°(B,,) for v, € (—1,0) x {1} glue together into a well defined
continuous function T; on % . Exactly the same argument shows that the local functions h** € Z(B,,) for
v, € (—1,0) x {1} glue together into a well defined function h(s;v) satisfying that lim,_,o+ ©Fh(s;v) = 0
uniformly on compact sets of % for k = 0, 1,2. To show this last assertion it suffices to take a finite subcover
By, U...UB,, of the given compact subset of % and use that h|p, € Z(B,,) fori=1,2,...,n.

So far we have proved the first assertion in the statement. Let us turn to the proof of the second one.

To this end the key point is that for those vy € Z N {F < 1} we can also apply (a) in Proposition 3.2 to
obtain that

T(s;v) = Too(v) + Tao(v)s + Too(v)s + F52, (), (12)
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where, setting A(v) = %,

1

11
) and Tzo(*%,F): %F(z *).

_ VreD+1) D=5
Tol) = 3 r e (i)

Hence, since T; € €°(%), from (11) and (12) we can assert that

. r
where we also use that limpg_,;- I — )
37ax 2

if D= f%. The same argument shows that
. VaL(3)
T5(—1/2,1) = 1 Too(—1/2,F) = — 0,
2(=1/2,1) = lim Ty(-1/2,F) 0 e
and this completes the proof of the result. [ |

4 Distinguished cases

This section is devoted to study three specific parameters. Recall that among the quadratic centers there
are four nonlinear isochrones, see (3). Chicone and Jacobs show in [6, Theorem 3.1] that the criticality of
the period function at the inner boundary (i.e., the center) of & is exactly 1 for each one of the nonlinear
isochrones. In this section we prove that for two of them, namely v = (—%, 2)and v = (—%, %), the criticality
at the outer boundary (i.e., the polycycle) is also 1, see Propositions 4.2 and 4.3, respectively. In the same
vein it is also well-known that the criticality at the inner boundary of any quadratic center is at most two,
see [6, Theorem 3.2|. This maximum criticality is achieved in three parameter values, the so-called Loud

points, which following the notation in [6] are given by v = L; with

— 3 5 (=11 105 15—+/105 . [ =11—+105 15 105
Lii= (=3,3), Loi= (FU/08, 1554108 ) ang [ (=L5/108 1944105 ), (13)

As we already explained in the introduction, we conjecture that the criticality at the outer boundary of
any quadratic center is at most two, and that there are only three parameter values where this maximum
criticality is attained. In this paper we identify and prove the validity of the conjecture for two of these
parameters. We investigate one of them in this section, see Proposition 4.4. The other one was already
studied in [24] and we postpone its treatment until the proof of Theorem A.

The following is a sort of division theorem within the class of flat functions that will be used to study
the criticality at the outer boundary for the above-mentioned isochrones. In its statement, and in what
follows, we use the notation 0,, = (0,0,...,0) € R™ for the sake of shortness.

Lemma 4.1. Let us fit K € NU{oo}, L >0 and n € N. If f(s;pi1,. .., ptn) € FE(0,) verifies that
f(sspayeooy ptle—1,0,...,0) =0, for some k € {1,2,...,n},

then there exist fi, ..., fn € Ff 1(0,) such that f =31, wifi.

Proof. We proceed by induction on n € N. For the base case n = 1 we take f(s;u;) € FX(01) with
f(s;0) = 0 and define fi(s;pu1):= fol o f(s; pit)dt, so that f = pi f1. To show that f; € ]-"571(01) we use
that, by hypothesis (see Definition A.2), for every v = (vp,v1) € Zzzo with [v] = vg +v1 < K — 1 there exist
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a neighbourhood V' C R of 0 and C,sp > 0 such that [92°9;1 T f(s; p1)| < Csl=v for every p1 € V and
s € (0,80). On account of this and applying the Dominated Convergence Theorem [37, Theorem 11.30],

1 1
C
0¥ fi(s: )| < / 1% (02 (s: put)) | dt < / 000+ (s )17 dt < ———sE0
0 0 l/1+1

for every p; € V and s € (0,5s0). Hence f; € ]-'5_1(01). To prove the inductive step we suppose that
n > 1 and consider f(s;p1,...,un) € FE(0,) verifying that f(s;p1,...,pr—1,0,...,0) = 0 for some
ke {1,2,...,n}. It is clear that we can write

f(s;p’la s 7/1/71717;1’”) - f(sﬂll, s 7”71*170) = Mﬂfn(s;ula . .,,LLn) (14)
with

1
fn(smh---,un)::/ On1 f(85 1415+ -+ 5 fhn—1, pint)dL.
0

Similarly as for the base case, taking f € FX(0,) into account, one can easily show that f,, € .7-'571(0“).
Since f(s; 1,5 fn—-1,0)|pp=...=u,_,=0 = 0, by the inductive hypothesis there exist

fk(3§ﬂla .. .,ILI,",1)7. . -7fn71(3§,uf17~ . '7”‘7171) € fi(_l(onfl)
such that

n—1

f(‘S;/Jflv .. .,/1,7171,0) = Z Nifi(&ﬂlv .. ~:,Ulnfl)-
i=k

Due to Ff1(0,-1) € F£(0,), see Definition A.2, the combination of this identity with (14) shows that
f=> pifi with fi, ..., fn € .7-']{(71(0”) as desired. This shows the inductive step and concludes the
proof of the result. |

We state next our first result about the bifurcation of critical periodic orbits from the outer boundary of
an isochronous center. With regard to its proof let us advance that, after a convenient division in the space
of coefficients, we proceed as in the proofs of Bautin [4, §3] and Chicone and Jacobs [6, Theorem 2.2] for
the analogous results about limit cycles and critical periods, respectively, bifurcating from the center. Here
we tackle the bifurcation from the polycycle, which is more challenging because, contrary to the center, the
period function cannot be analytically extended there. To overcome this difficulty it is crucial the fact that
the flatness of the remainder in the asymptotic expansion is preserved after the derivation with respect to
the parameters.

Proposition 4.2. If vy = (—1,2) then Crit((IL,,, X,,,), X,) = 1.

Proof. We show first the upper bound Crit((Il,,, X,,), X,,) < 1, which constitutes the difficult part of the
proof. To this end, following the notation introduced in Section 3.2, we define P(s;v) to be the period
of the periodic orbit of X, passing through the point (p; — s,0). Thanks to the reversibility of X, with

respect to {y = 0} it turns out that P(s;v) = 27T(s;v) where T(-;v) is the Dulac time that we consider in
Proposition 3.3. Thus, by applying (d) in that result and setting A(v) = Q(Fil_l), we can assert that

1 1
T(s:) = Too(v) + Tor ()" + Ty, (v)swr-2a(s) + Ty (1) + 71 (55 ),
where r; € ]:3072—1;(1’0) for all v > 0 small enough, the coefficients are analytic in a neighbourhood of

1
vy = (75,2) and, moreover, the gradients of T; and 733, are linearly independent at 1. Since one can
verify that dsswa(s) = (1 — @)wa(s) — 1, the derivation of the above equality yields

s'TAT (s50) = M1 (v) + 20T, (V) s' Pwi_an(s) + (T3 (v) — T3, (v))s' ™ + ra(s;v)
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where, by using Lemmas A.3 and A.4 in [29], the remainder ro := s'~*3,71 belongs to F° (1) because
0s11 € ff72_v(uo) and, on the other hand, s'=* € Fija—,(10) due to A(rp) = 1/2. Note furthermore that

1.2) such that

= Uv):= (/\(I/)T()l(l/),2/\(1/)T1%01(V)) is local analytic change of coordinates at vy = (—3,

v
U(vg) = (0,0). We can thus write

Ry (s5:0):= s' AT (s;0) =0+ 1928175\(4}1725\(8) + a(ﬁ)slfj‘ + h(s; D), (15)

v=U—1(0)

where we set A(7):= A(¥~1(0)) for shortness and define
1 1
a(D):= (T — Tey) (YD) and h(s; D)= ra(s; U1 (D)) € F12,(02).

Recall at this point that the center at the origin of X, is isochronous, so that 7”(s; 1) = 0. Consequently,

due to ¥(1p) = (0,0),
a(0,0) = 0 and h(s;0,0) =0.

By the Weierstrass Division Theorem (see for instance [11, Theorem 1.8]), the first equality implies that
a(P) = 1a1(P) + D2a2(P) with a1 and ag analytic functions at (0,0). On the other hand, by Lemma 4.1,
h(s; D) = t1h1(s; D) + Daha(s; 0) with h; € F{°,,(02). Therefore, from (15),

K1 (s;0) =in (1 + al(f/)sl_;\ + hi(s; f/)) + (sl_j‘wl_ﬁ(s) + az(f/)sl_j‘ + ha(s; ﬁ))

Since h; € F2,(02), hi(s; 7) tends to zero uniformly for 7 =~ (0,0) as s — 0T (see Definition A.2). Due to

M) = 1/2, this is also the case of s1=* and s'72w, ,5(s) by (¢) of Lemma A.4 in [29]. Hence there exists

a neighbourhood U of (0,0) such that lim, o+ (1 + al(ﬁ)sl_;\ + hi(s;2)) = 1 uniformly on U. Accordingly,
the function

Ro(s;10):= A’%I(SE ?) — = U+ al(s; D) (16)
14 a1 (D)st=* 4 hy(s; D)
with
s, 5 (s) + az(2)s' A + ho(s: 9)
L(s;v):=

1+ ay(0)s'=A + hy(s; D)
belongs to the class €3, (U), see Definition A.1.

We claim that, by shrinking U, there exists so > 0 such that %»(s;?) has at most one zero on (0, so),
counted with multiplicities, for all & = (1,02) € U \ {(0,0)}. Indeed, to show this note first that if 7o =0
then %Zs(s; ) = i1 # 0, so that there is nothing to be proved in this case. Let us study consequently the
case Dy # 0. To this end we observe that %4(s; 7)) = i9¢/(s; ¥) where, using a more compact notation,

s17A0, s anslTA 4 F®
0 (s;0) = 0 1-23 2 1~
14 apst=> + Fpe,

Sl—>\

3 as—ash—1 00 1-A 00 )\ 00
_ w1_25\ >\ + 20.)1_22;\ + ‘Féf'u/ (8 + az + ‘Fl—’ul) ((1 — )\)al + ./_'%71),)

st 1+aps' =+ Fpo, (14 a5 + F2,)2

w123

Here we use the identity 055%wq(s) = s*71((b — a)wa(s) — 1) and that, by Lemmas A.3 and A.4 in [29],
we have 1/w, ,5 € F>,(02) and s7* € ]-'3'1/271)(02) for all v > 0 small enough due to A(0,0) = 1 and,
moreover, that the inclusion Fp°Fp? C F72 ;, holds. We also remark that, by (a) of Lemma A.4 in [29],

. 1 11— 2X| — (1 —2})
lim =
50+ Wy _,5(8) 2

uniformly for # ~ (0,0).
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On account of this, from the above expression of ¢/ we obtain that

At 7
lim S U(s;0)

) = b(¥) uniformly for o =~ (0, 0),

where b(0) := A + $(az — ash — 1)(J]1 — 23| — (1 — 2X)). Since A(0,0) = 1/2, it is clear that b(p) is a
non-vanishing continuous function in a neighbourhood of (0,0). Accordingly, due to %Z5(s; V) = 2l'(s; ),
we can assert that .

lim S Ry (s 1)

S ) = Dob(P) uniformly for © = (0, 0).

Since wq (s) only vanishes at s = 1, by shrinking U if necessary, we can assert the existence of some s¢ € (0, 1)
such that %4 (s;v) # 0 for all s € (0,s0) and U = (D1,02) € U with D9 # 0. Therefore, by Rolle’s Theorem,
s (s; ) has at most one zero on (0, sg) counted with multiplicities. This shows the validity of the claim for
the case v # 0.

Recall finally that the period function P(s;v) is twice the Dulac time T'(s;v). Thus, taking the claim
into account, from (15) and (16) it turns out that V:= W~(U) is an open neighbourhood of vy = (—3,2)
verifying that P’(s;v) has at most one isolated zero on (0, sg), counted with multiplicities, for all v € V.
(To be more precise, the claim applies for the punctured neighbourhood V' \ {rp} and, on the other hand,
P’(s;19) =0, so that it has not any isolated zero.) Hence, see Definition 2.3, Zy(P’(-;v), ) < 1. Therefore
the upper bound Crit((l’l,,U s Xvo)s X,,) < 1 follows from assertion (2a) in Lemma 2.4 since, using the notation
in that result, P(s;v) = P(o(s;v); v) with o(s;v) = (py — s,0) for s € [0,68). Thus it only remains to show
that this upper bound is achieved. To this end we recall that, by [23, Theorem A, vy = (—3,2) is a
local bifurcation value of the period function at the outer boundary, see Definition 2.10. Then, since the
period annulus of the centers under consideration varies continuously, see Remark 2.6, by applying (a) in

Lemma 2.16 we get that Crit((l’[yl, X)), XV) > 1. This completes the proof of the result. [ ]

The following is our second result about the criticality of the quadratic isochrones.

Proposition 4.3. If vy = (-1, %) then Crit((IL,,, Xy,), X)) = 1.
Proof. We prove Crit((Hl,O, Xu,), X,,) < 1 first, which is the most complicated part of the proof. To this
end, for each s € (0,1) we denote by P(s;v) the period of the periodic orbit of X, passing thought the point
(1—s,0) € R2, see Figure 2. Then, on account of the reversibility of the vector field with respect to {y = 0},
it follows that P(s;v) = 27T'(s;v), where T'(-; v) is the Dulac time introduced before Proposition 3.2. Thanks
to that result we have thus the asymptotic expansion of P(s;v) near the polycycle, which corresponds to
s = 0. On the other hand, it is well known that the period function can be analytically extended to the center
(which corresponds to s = 1 with this parametrization) because it is non-degenerated. The coefficients of
the Taylor’s series of P’(s;v) at s = 1 belong to the polynomial ring R[D, F]. Chicone and Jacobs show
(see Lemma 3.1 and Theorem 3.9 in [6]) that these coefficients are in the ideal generated by

p2(D,F) =10D? + 10DF — D + 4F* - 5F + 1
and

pa(D, F) =1540D* + 4040D3F + 1180D3 + 4692D*F? + 1992D*F + 453D
+ 2768DF3 4+ 228DF? + 318DF — 2D + 7T84F* — 616F> — 63F% — 154F + 49

over the local ring R{D, F'},, of convergent power series at v; localized at any of the of the four quadratic
isochrones vy := (=1, 1), v1:= (0,1) v2:= (0,%) and v3 = (—3,2). With regard to the first one, we claim
that the ideal % := (p2,p4) is equal to (D + F,(2F — 1)2) over the local ring R{D, F'},,. Indeed, to prove

this we use that
P2\ _ [ a1 (2 (2F 1) (17)
P4 G21  q22 D+ F
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with qi11 = 1, qdi12 = 10D — 1, 421 = 52F2 + 44F + 49 and
q22 = ST6F3 + (2192D — 584)F? 4 (2500D? + 812D — 135)F + 1540D3 + 1180D? 4 453D — 2.

(The idea to obtain this is that the zero of pe;|p=—p at F' = 1/2 has multiplicity two.) From (17) we get

that py; € (D + F,(2F — 1)2) over the polynomial ring R[D, F]. Conversely, since one can verify that the

determinant ¢1¢o2 — g21¢q12 is different from zero at vy = (—%7 %), by inverting the matrix in (17) it follows

that (2F — 1)2 € B and D + F € B over the local ring R{D, F'},,. This proves the validity of the claim.
Consequently, thanks to the result of Chicone and Jacobs mentioned above, we have the following equality
between ideals over the local ring R{D, F'},, :

B = (D+F,(2F -1)?) = (PY(L;v),i e N).

Now the crucial point is that the ideal (P(i)(so; v),i € N) does not depend on the point sg € (0,1]. Indeed,
this follows verbatim the argument that R. Roussarie gives in [35, pp. 76-78] or [36, §4.3.1] to justify the
same property about the ideal of the displacement map, the so-called Bautin ideal. Here we also use that,
such as the displacement map, the period function P(s;v) extends analytically to the non-degenerate center
(i.e., s =1). Accordingly,

B = (D +F,(2F — 1)%) = (P%(s0;v),i € N) for all s € (0,1]. (18)

We turn next to the study of the period function near the polycycle (i.e., s = 0). In this regard by
applying (d) in Proposition 3.2 we can assert that, for all v > 0 small enough,

P(s;v) = 2Too(v) + 2Ty, (v)swi—a(s) + 2T (v)s + F5°, (v0),

where A(v) = £ and

Tior (v) = —pa(v)(F = 1/2)* and Ty (v) = p5()(D +1/2) + po(v)(F — 1/2) (19)

for some analytic positive functions p4, ps and pg in a neighbourhood of vy = (—%, %) Consequently, on
account of the identity 9sswq(s) = (1 — a)ws(s) — 1 and assertion (f) of Lemma A.3 in [29],

P'(s;v) = 2AT{g; (V)wi-x(5) + 2(Tio0 — Tior) () + Fi2, (0).
Furthermore, from (19) it follows that
()= ((F = 1/2)v/201(),2(Thy — Ty, ()

is an analytic local change of coordinates in a neighbourhood of v = 1y because one can verify that its
Jacobian at vy = (—3, ) is equal to —2p5(vo)\/2p4 (1) # 0. Setting & = (21, D2), observe that then

U

P'(s; 071 (0)) = —0fw,_5(s) + D2 + f(s;9), (20)

where f € Fi°,(02) and we denote A:= A(¥~'(#)) for shortness.
We claim that 8 = (92, 72) over the local ring R{D, F'},,. To show this we note that
va|p__p = (2F = 1)(p6 = p5) (= F, F) + 2(F = 1/2)pa (= F, F).
Since ps(19) = pe(1o) by (d) in Proposition 3.2, it follows that (pg — ps)(—F, F) = (F — 1/2)ry(F) for some
analytic function r; at F' = 1/2. Consequently Da|p—_p = (F — 1/2)?ry(F) with 72 analytic at F = 1/2.

Taking this into account, the Weierstrass Division Theorem (see [11, Theorem 1.8]) shows that

Dy = (D4 F)q(0) + (F —1/2)*ry(F)
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for some analytic function ¢ at ©# = (0,0) which, from (19), verifies ¢(0,0) = 2p5(vp) # 0. Hence we can

write |
(%)= Cowtn ) (e )
2

where the matrix has an analytic inverse at v = vy. Taking (18) into account this shows that B = (07, )
over the local ring R{D, F'},,, as desired.

Recall at this point that the center of X, is isochronous. Hence P’(s; 1) = 0. Thus, taking ¥(v) = (0, 0)
into account, from (20) we get that f(s;0,0) = 0. Having this in mind we write the remainder in (20) as

f(s:0) = fi(s;0) + fa(s; 1)

with f1(s;0) := f(s;01,02) — f(s;01,0) and fo(s;01) := f(s;01,0). Since fi(s;21,0) = 0, the application
of Lemma 4.1 shows the existence of g; € F7°,(02) such that fi(s;?) = 2g1(s;?). Due to fa(s;0) =0
and again by Lemma 4.1, fo(s;01) = 1g2(s;01) with go € F7°,(02). We also have g2(s;0) = 0 because,
otherwise, it would exist sy > 0 such that go(sg; 1) # 0 for all 71 = 0. In this case, taking the claim into
account together with (18) and (20),

P'(s0; U™ H(D)) = —0fw,_5(50) + D2 + 0291 (805 7) + D192(50; 1) € B = (07, 12).

From here, since each g;(so;7) is analytic at © = (0,0) and g2(so; 1) # 0 for &1 = 0, we would get that
71 € (93, D9) over the local ring R{D, F'},,, which is clearly a contradiction. Concerning the analyticity of
9i(80; ), let us remark that it follows by applying the Weierstrass Division Theorem thanks to the analyticity
of f(so;7) at ¥ = (0,0), which in its turn follows from (20) noting that:

e P'(s0;v) is analytic at v = vy because {X, },cge is an analytic family of the vector fields and hence,
by Lemma 2.1, (s,v) — P(s;v) = P((1 — s,0);v) is analytic on (0,1) x R2
e the change of coordinates ¥ = ¥(v) is analytic at v = v, and

e "—1
x

e w,(sp) is analytic at & = 0 because we can write it as wq (o) = F(aln sp)a with F(z) =

Hence go(s;0) = 0 and, by Lemma 4.1 once again, fa(s;01) = D2g3(s; #1) with g3 € F°,,(02). Summing-up
all this information about the remainder, from (20) we get that

Pl(s; 071 (D) = =7 (w,_5(8) + F2,(02)) + Do (1 + Fp2,(02)).

We are now in position to complete the proof by showing that there exist sy > 0 and an open neighbour-
hood U of # = (0,0) such that

O Pev@)
Clsi?)= o T P AT

1+ 712, (02)
wy_5(s) + 712, (02)

has at most one zero on (0, sg), counted with multiplicities, for all & = (1,02) € U \ {(0,0)}. This is clear
in case that 05 = 0. To tackle the case Py # 0 we compute the derivative with respect to s to obtain that

L+ F® 14+ Fp°
G'(s;0) = 00y | —— 2 | = in0; 1y
e+ FEL ) T T w00+ Fioy,)

. 1+ 72y, o )
= 1/285 = (1 + .7:03 ) + EO
( 1-3(9) 52_/\‘*’?_5\(5) e 1-3(9) 2
ﬁQ 00 2\ fe’s) ZAIQ 00
= 14+ F20, + 55w, _5(5)F2%,) = = 14+ F124,).
52—&0%; (S) ( 1—2v 1 )\( ) 2U) 82_)‘(.@)%_5\(5) ( 1—32 )
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Here, in the second equality we apply first assertion (c¢) of Lemma A.4 in [29] to get that 1/w, 5(s) € F,
for all v > 0 small enough, due to A(0,0) = 1, and use next that F> F°, C F°,, from (g) of Lemma A.3

v

in [29]. In the third equality, on account of ﬁ —1 € F° and by (h) of Lemma A.3 in [29], we use

ﬁ C 1+ F2,,. Then, by using (d) and (g) of Lemma A.3 in [29], we expand
1-2v
the numerator to get that (1 + F7°,)(1 + F°4,) C 1+ F°,,. Next, in the fourth equality we use that
Oswa(s) = s7*71 and assertion (f) of Lemma A.3 in [29] to deduce that 95F°,, C F°%,. Finally in the
last equality we apply () of Lemma A.4 in [29] to get that s>~ *w, ;(s) € Fi°, and we use again that
00 F %, C Fi°s3,. On account of Definition A.2 we can assert the existence of some sy € (0,1) and a
neighbourhood U of (0,0) such that G’(s;2) # 0 for all s € (0,50) and £ € U with 5 # 0. Consequently
P'(s; U ~1(9)) has at most one isolated zero on (0, s9), counted with multiplicities, for all # € U \ {(0,0)}.
Thus, on account of Definition 2.3 and the fact that U (vg) = (0,0), we get Z9(P’(-;v),10) < 1. Finally the
upper bound Crit((l_[,,07 XVO),X,,) < 1 follows from assertion (2a) in Lemma 2.4 since, using the notation

first the inclusion

in that result, P(s;v) = P(o(s;v);v) with o(s;v) = (1 — s,0) for s € [0,0). Therefore it only remains to
show that this upper bound is attained. To this end we recall that, by [23, Theorem A], vy = (—%, %) is a
local bifurcation value of the period function at the outer boundary, see Definition 2.10. Then, since the
period annulus of the centers under consideration varies continuously, see Remark 2.6, by applying (a) in

Lemma 2.16 we get that Crit((Hm, X)), XV) > 1. This finishes the proof of the result. ]

As we explain at the beginning of this section, the maximum criticality of the period function at the
inner boundary is 2 and it is achieved at the three Loud points v = L;, see (13). We refer the interested
reader to the paper of Chicone and Jacobs [6] for a proof of this result. In a joint paper with P. Mardesi¢,
see [23, Theorem 4.3], we prove that at each v = L; there exists a germ of analytic curve that consists of
local bifurcation values of the period function at the interior, see Definition 2.10. Since the period function
extends analytically to the center, this follows readily by applying the Weierstrass Preparation Theorem.
In our next result we identify a parameter v = v, for which the criticality at the outer boundary is 2.
Furthermore we prove that at v = v, there exists a ¥ germ of curve of local bifurcation values of the
period function at the interior. Hence, roughly speaking, this parameter is the mirror image at the outer
boundary of one of the Loud points, see Figure 5 and Remark 4.5. In the statement, following the notation
introduced at the beginning of Section 3.2, for each s € (0,p1) and v = v, we denote by P(s;v) the period
of the periodic orbit of X, passing through the point (p; — s,0) € R2. We also remark that Tjo and Ty, are
the coeflicients given in Proposition 3.3, which vanish at v, = (G(4/3),4/3).

Proposition 4.4. Let us consider v, = (G(4/3),4/3). Then the following holds:
(a) Crit((I,,, X,,), X,) = 2.
(b) There exist an open neighbourhood U of v, and so > 0 such that the set
A:= {v € U; there exists s € (0,50) such that P'(s;v) = P"(s;v) = 0}
satisfies the following conditions:

(b1) Each v € A is a local bifurcation value of the period function at the interior,

(b2) there exist € > 0 and a €' injective curve § : (—e,e) — U with §(0) = vy, 6((0,€)) = A and such
that §'(0) # (0,0) is tangent to {v € U; Tio(v) = 0},

(b3) for each v € A there exists a unique s, € (0,¢) such that P'(s,;v) = P"(s,;v) = 0 and, moreover,
hmu—)zl* Sy = O+7

(b4) A c{veU,; Tio(v) <0 and Tp1(v) > 0}, and

(b5) for any vy € A and any neighbourhood V' of vy there exist v € V and different s1,s2 € (0, sg) such
that P'(s1;0) = P'(sq;7) = 0.
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Proof. We observe first of all that o(s;v):= (p1 — s,0) is a parametrization of the outer boundary of the
period annulus verifying the hypothesis in Lemma 2.4. This will enable us to relate Crit((HVUXV*),X,,)
with Zo(P’(-;v),v,). That being said, thanks to the reversibility of the vector field with respect to {y = 0},
we note that P(s;v) = 21'(s;v), where T'(-;v) is the Dulac time considered in Proposition 3.3. From
point (b) in that result we can assert that, for all v > 0 small enough,

P(s;v) = 2Too(v) + 2T10(v)s + 2To1 (v)s* + 2To0(v)s® + Faja—u V),

where A(v) = 2(%_1), Ti0(vi) = To1(vs) = 0, Too(vx) < 0 and the gradients VTio(v,) and VT (vy) are
linearly independent. Due to To(vy) # 0, by applying [30, Theorem C| we get that Zo(P'(-;v),vs) < 2.
(For readers convenience, let us explain that [30, Theorem C] is a general result addressed to the Dulac
time which, by using the well-known derivation-division algorithm, gives a bound for Zo(7"(-;v),1p) in
terms of the position of the first non-vanishing coefficient in the asymptotic expansion of T'(s;v) at s = 0.)
Consequently, by assertion (2a) in Lemma 2.4, Crit((HU*,X,,*), X,) <2. In addition, since

Fi(s;v):= P'(s;v) = 2T10(v) + 20To1 (v)s™ 1 + 4To0(v)s + F3jo—p(Vs) (21)

and the gradients VT1o(v,) and VTo1(v,) are linearly independent, by [30, Proposition 4.2] it turns out
that Zo(P'(-;v), ) = 2. As a matter of fact, from the proof of that result, this lower bound is achieved
by means of two different sequences of zeros of P’(-;v) and, therefore, by assertion (2b) in Lemma 2.4,
Crit((IL,,, Xy, ), X)) > 2. Accordingly Crit((IL,,, X,,), X,) = 2 and this proves (a).

Let us turn next to the proof of the assertions in (b). For this purpose, from (21) and by applying
Lemmas A.3 and A.4 in [29], we get
Fy(s;v):= s> AP (s;0) = 20\ — 1)To1(v) + 4Tao(v)s* > + F72, (v4)- (22)

Setting U, := {v € R? : ||v — 1i|| < &}, the map F:= (Fy, F,) is well-defined for (s,v) € (0,¢) x U, taking
€ > 0 small enough. Since T19(vx) = To1(vx) = 0, Too(vy) # 0 and the gradients VTio(vy) and VT ()
are linearly independent, we can assume by reducing € > 0 if necessary that 7 = U(v), defined by means of

_ ( Tw) AMv)To(v)
W)= <2T200(u)’ QTQOO(V) ) (23)

is an analytic change of coordinates from U. to the neighbourhood Us := (—£,£)? of (0,0) = ¥(v,). Recall
that our aim is to study the solutions of the system of equations { P’ = 0, P” = 0} which, on account of (21)
and (22), is equivalent to {F} = 0, F; = 0}. In order to study the latter we first lift ¥ to an analytic change
of variables ® given by

(8,0) = ®(s,v):= (s> W) W (1)),

which (after diminishing e and & if necessary) is defined from % := (0,¢) x U. to % := (0,€) x Us, and then
we consider the map I : % — R? defined by F(3,7) = (F1(8,0), F5(5,7)) with
A F(®71(3,0)) A F(®71(3,0))
F = F =L
VP i) T i)

By assertions (h) and (c¢) of Lemmas A.3 and A.4 in [29], respectively, it follows that

~ A-1

F1(3,0) = 01 + 0252 + f1(8;0) and Fy(8,0) = (A — 1)y + § + f2(3:D),

where f1, f € F5°,(02) for some v > 0 small enough and we set A\(2):= A(¥~1(5)) for shortness. Here we

also use that Fg°,(02) C F5°,(02) and s = 312N ¢ F35°.,(02) due to A(vy) = 3/2. Observe on the other
hand that, via the diffeomorphism ®, the system {P’(s;v) = 0, P"(s;v) = 0} on %, is equivalent to the
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system {F1(8,0) = 0, F5(3,0) = 0} on %. With regard to the latter note that, by [29, Lemma A.1], the
remainders f; and f» extend to % functions in a neighbourhood of (0,0, 0) satisfying that V f1(0,0,0) =
V f2(0,0,0) = (0,0,0). Observe in particular that Fy(3,7) extends to a €' function in a neighbourhood
of (0,0,0). Hence, taking A(0,0) = 3/2 into account, by the Implicit Function Theorem there exists a €
function h($,71) in a neighbourhood of (0,0) such that, by shrinking ¢ > 0 if necessary,

Fy(8,0) = 0 with (8,0) € % < Dy = h(3,11).

Furthermore h satisfies 1(0,7,) = 0 and VA(0,0) = (—2,0). Our next task is to substitute o = h(3,7)
in Fi(3,01,0) = 0 and analyze the resulting equation. To this end we extend Fy(3, 71, 02)|p,=n(s,5,) OD &
neighbourhood of (8,71) = (0,0) by means of

(8,01) = D1 + h(3,01)3]°C7) + fi(5,01),
where e(§,701):= %‘X:X(fq,h(&ﬁl)) and f1(8,01) = f1(3; 01, h(8,1)) are clearly € in a neighbourhood of
(0,0). We claim that the function g(,71) := h(3,1)|3|°®"1) is €' in a neighbourhood of (0,0) as well

and that its gradient vanishes at (0,0). To show this notice first that g(0,71) = 0 and, consequently,
05, 9(0,01) = 0. Moreover, using that h(0,01) = 0, we get

h(3,)]3]e6P) h(3,i1) — (0, .
Bs9(0, i) — lim PEPDBIT ) RSP = OB e g0, 54) -0 = 0
5—0 S 5—0 S 5§—0

because h is € and e(0,0) = 1 implies €(0,71) > 0 for 1 ~ 0. Similarly, if § # 0 then

5 & 5\ ale(3 o N . A s e(s, v
D59(3,01) = (8:h(3,11))|3]°™) 4+ h(8,Dy)]5|° )<log|5|8§e(s,l/1)+ ( ; 1))

h(8,01) — h(0,14)

= (0sh(5, 1)) I3 + [51°C:72) (108 13105¢(5, 1) + e(3, )

and
05, 9(8,01) = (0, h(3,1))[3°57) + (8, 01)]8]°5") Tog |3|05, (3, 1)

tend to zero as § — 0 uniformly on #; ~ 0. This clearly implies that g is ¥ in a neighbourhood of (0, 0)
and Vg(0,0) = (0,0), so that the claim is true. Thus, by applying the Implicit Function Theorem to the
“extended equation”

D1+ h(8,01)|8)°C7) 4+ £1(8,01) =0

and reducing ¢ > 0 once again, we obtain a %' function £(3) on (—&,&) such that Fy (8,01, h(3,1)) = 0
with (§,1) € (0,€) x (—¢,¢é) if, and only if, 71 = £(8). Moreover £(0) = 0 and ¢/(0) = 0. Accordingly, after
shrinking € > 0 once again if necessary, we can assert that

Fy(3,0) = Fy(3,0) = 0 with (3,0) € % & v = (i1, 02) = (£(3), h(3,£(3)).

At this point, since we reduced the original £ > 0, we also diminish £ > 0 so that ®(s,v) = (s>~ ) ¥ (v))
is still a diffeomorphism from %% into %:. Then, from (21) and (22), the following assertions are equivalent:

(1) vy € A:={v € Ug; there exists s € (0,¢) such that P'(s;v) = P"(s;v) = 0},
(2) ¥(rg) = (€(50), h(30,(30))) for some &g € (0,2),

(3) vo = d(to) for some tg € (0,€), where 6(t):= UL (£(t), h(t, £(1))).
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It is clear from these equivalences that 0: (—¢,8) — U. C R? is a ¢! parametrized curve with 6(0) = v,
satisfying that 5((0,5)) = A. One can easily verify, taking ¢(0) = 0 and 0:h(0,0) # 0 into account,
together with the definition of ¥ in (23), that ¢’(0) is a non-zero vector tangent to {v € U,; Tio(v) = 0}.
In particular, on account of §'(0) # (0,0) and by reducing £ > 0, we have that § is one-to-one. This proves
the assertion (b2) in the statement. Due to Zo(P’(-;v), 1) < 2, and after shrinking € > 0 if necessary,
note also that the zeros of P'(-;v) on (0,¢) can have at most multiplicity two. Therefore, since the interior
of A = 6((0,6)) is empty (as a subset of R?), by applying Lemma 2.15 we can assert that each vy € A
is a local bifurcation value of the period function at the interior, which shows the validity of (b1) in the
statement. With regard to the assertions in (b3), we note that the uniqueness of s, and lim,_,, s, = 0T
follow from the point (2) above using that § — h(§,£(3)) is invertible at § = 0 and that, by definition,
§ = s2~2(")_ On the other hand, since P"(s,;v) = 0 for all v € A, from (22) we get that Ty, (v)Ta0(v) < 0
for all v € A. Here we also use that lim,_,,, s, = 0T to take advantage of the properties of the remainder
and the fact that A\(v,) = 3/2. By arguing similarly, on account of P'(s,;v) =0 for all v € A, from (21) it
follows that To1(v)Th0(v) < 0 for all v € A. Taking this into account the assertion in (b4) is a consequence
of Too(vs) < 0, see (b) in Proposition 3.3. Finally, in order to prove (b5), let us consider ¥ € A and note
that from (21) we obtain
lim (aylP'(s;l/)ﬁ,,QP’(s;u))‘ Y, = 2V Tyo(vy),

VU, 5=8

o0

where we use that the flatness of the remainder F. (vy) is preserved after derivation with respect to

3/2—v
parameters, see Definition A.2. Similarly, in this case from (22) and using also P"(s,;v) = 0, we get
. _ 3
UILHVI* 52 A) (am PII(S;V)78D2P”(S; V)) s=s, = §VT01(V*)’

Thus, since the vectors VTio(vy) and VT (vy) are linearly independent, so they are VP’'(s;v)|s=s, and
VP"(s;v)|s=s, for all v € U, (after shrinking € > 0 if necessary). That being said, we fix any 1o € A and
compute the second order Taylor’s expansion of P’'(s;v) at s = s,

P'(s;v) = P'(su051) + P" (5003 V) (8 — Suy) +0(5 — 81)-

Then, due to P'(s;v0) # 0, P'(sy,;0) = P"(84,;0) = 0 and the fact that the gradients VP'(s,,;v) and
VP (s,,;v) are linearly independent at v = vy, the application of [30, Proposition 4.2] shows that for each
open neighbourhood V' of vy there exist 7 € V and two s1, 82 € (0,¢) such that P'(s1;7) = P'(sq9;7) = 0.
This proves the validity of the assertion in (b5) and completes the proof of the result. ]

Remark 4.5. Let us finish this section contextualizing the results in Proposition 4.4. In Figure 5 we display
the ellipse I'¢ that consists of local bifurcation values of the period function at the inner boundary (i.e., the
center) of . It corresponds, see [6, Lemma 3.1], to the vanishing of the first period constant

p2(v) = 10D* + 10DF — D +4F? — 5F + 1.

Moreover the curve I'p consists of local bifurcation values at the outer boundary (i.e., the polycycle) of &2,
see [23, Theorem A]. It is made of the arc {D = G(F) : F € (1,2)} joining (—3,2) and (—3,1) together
with several straight segments. According to Proposition 4.4 and [23, Theorem 4.3], respectively, the germs
of curve A and 03 are inside the set of local bifurcation values of the period function at the interior of £2.
At this moment we do not have any analytical tool to fully characterize this set. We conjecture that A
and J3 connect with each other to delimit a region of parameters for which the corresponding center has
exactly two critical periodic orbits. With regard to this conjecture it is proved in [23, Theorem 5.2 that
the center of any parameter inside one of the two light gray regions has at least two critical periodic orbits.
The boundary of these regions is inside I'c, I'g and I'g. For completeness let us explain that the curve I'y
consists of those parameters such that the period function tends to 27 as the periodic orbits tend to the
outer boundary. O
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Figure 5: Arrangement of the three types of local bifurcation curve
(inner boundary, interior and outer boundary) near the parameter values
v = L3 and v = v, see (13) and Proposition 4.4, respectively. We refer
the reader to Remark 4.5 for a detailed explication.

5 Proof of Theorem A

Proof of Theorem A. The statement covers all the parameters vy € R? outside the vertical segments
ly:={D=—-1,F € [0,1]}U{D =0,F € [0, )}. For simplicity in the exposition, instead of proving the five
assertions in the statement separately, we split R? \ £y depending on the result and tool applied to study
the corresponding criticality. For reader’s convenience we enumerate the different cases that we obtain in
this way.

1.

Let us consider first of all the set ¢; := R?\ (I'z U Ty), where recall (see Figure 1) that I'y is the
union of the dotted straight lines, whatever its colour is, and I'g is the Jordan curve in boldface type.
Then, by [23, Theorem A], we know that any v € ¢ is a local regular value of the period function at
the outer boundary, see (c¢) in Definition 2.10. On account of this, by (b) in Lemma 2.16 we get that
Crit ((HVO7 X)), X u) = 0. Here we also use that the period annuli of the Loud’s centers vary continuously,
see Remark 2.6, and that the outer boundary of &2, for v ¢ I'g UT'y is a hyperbolic polycycle, see for
instance [23, §3.1].

The criticality at fo:={D = —3,F € (3,1)} U{F =%,D € (—3,0)} and f3:= {F = 1,D € (-1,—3)}
follows from the results in Section 3.1. In this case o(s;v) = (1 — s,0) is a parametrization of the outer
boundary of the period annulus verifying the hypothesis (a), (b) and (¢) in Lemma 2.4. Moreover denoting
by P(s;v) the period of the periodic orbit of X, passing through o(s;v), we have that P(s;v) = 2T (s;v),
where T is the Dulac map considered in Proposition 3.2. By applying this result we know that the first
non-vanishing coefficient in the asymptotic expansion of P(s;v) at s = 0 is the third one for all v € /5.
Therefore [30, Theorem C] implies that Zo(P'(-;v),1p) < 1 for all vy € ¢3. On account of this, by
assertion (2a) in Lemma 2.4 it follows that Crit((Il,,, X,,), X,) <1 for all vy € £5. On the other hand,
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due to o C T'p, we know by [23, Theorem A] that these parameters are local bifurcation values of
the period function at the outer boundary. Thus, since the period annuli of the Loud’s centers vary
continuously (see Remark 2.6), by applying (a) in Lemma 2.16 we get that Crit((IL,,, X,,), X,) > 1 for
all vy € 5. Hence Crit((HVU,XVO),XV) =1 for all vy € £5.

We turn now to the criticality in the segment ¢3. So let us fix any vy = (D, %) with Dy € (-1, —%) and
note that then, by (d) in Proposition 3.2,

T'(5:0) = —pa() (F = 1/2)* (Awr—x(s) — 1) + ps(0)(D + 1/2) + ps ()(F — 1/2) + B (s;v),

where Z € F{° (1) for all v > 0 small enough. To obtain the derivative of the Dulac time, we use that
Os(swa(s)) = (1 — @)wq(s) — 1 and that, by (f) in Lemma A.3 in [29], 0sF5°,(v0) C Fi2,(v0). From
this equality, since Awj_x(s) — 1 tends to +oo as (s,v) — (0,19) due to A(vg) = 1 (see Definition 3.1),
Z(s;v) tends to 0 as (s,v) — (0,1), pi(vo) > 0 and Dy + 5 < 0, we can assert the existence of
an open neighbourhood V of vy and ¢ > 0 such that P'(s;v) = 27"(s;v) < 0 for all v € V and

€ (0,¢g). Consequently Zo(P'(-;v),19) = 0 and so, by applying (2¢) in Lemma 2.4, we conclude that
Crit ((IL,,,, X,,), X,,) = 0.

. We turn next to study the horizontal segments ¢4 := {F = 2,D € (-2,0)\ {-1}} and the curve
ls:={D = G(F) : F € (1,3)}. Here we set v, := (G(4/3),4/3) because this parameter yields to a
distinguished case.

We begin by noting (see the first paragraph in Section 3.2) that o(s;v) = (p1 — s,0) is a parametrization
of the outer boundary of the period annulus verifying the assumptions in Lemma 2.4 and that if we
denote the period of the periodic orbit of X, passing through o(s;v) by P(s;v) then P(s;v) = 2T(s;v),
where T is the Dulac map considered in Proposition 3.3. Thus, by applying first that result and then
[30, Theorem C] we obtain that Zo(P’(-;v),vp) < 1 for all vy € £4ULs\ {v4}. Moreover [23, Theorem A]
shows that these parameters are local bifurcation values of the period function at the outer boundary
because ¢4 U ¢5 C I'p. Since the period annuli of the Loud’s centers vary continuously (see Remark 2.6),
by applying (a) in Lemma 2.16 we have Crit((IL,,, X,,), X,) > 1 for all vy € €4 U /5 \ {v,}. Therefore
Crit((Huo,XVU),Xl,) =1forall vy € L4 U L5\ {vi}.

On the other hand we have that Crit((Il,,, X,, ), X,,) = 2 by assertion (a) in Proposition 4.4. Finally the
fact that there is a curve of local bifurcation values of the period function at the interior of &2 arriving
at v = v, tangent to I'p follows from assertion (b) in the same result.

. Next we analyze the parameters in the segment fg:= {F = 1,D € (—1,0)}, that corresponds to a case
in which there is a saddle-node singularity at the outer boundary of the period annulus. This is treated
in Section 3.3, where we introduce the map

i | (780 <L
oRSV)= (p1 —s,0) if F>1,

that provides a parametrization of the outer boundary of the period annulus verifying the assumptions
in Lemma 2.4. In addition if we denote by P(s;v) the period of the periodic orbit of X, passing through
o(s;v) then P(s;v) = 2T(s;v), where T is the Dulac map considered in Proposition 3.6. From that
result we get the existence of an open neighbourhood % of g = (—1,0) x {1} such that

P'(s;v) = 2Ty (v) 4 4T (v)s + sh(s; v)

with Ty, Ty € €°(%) and where h(s;v) and s8,h(s;v) tend to zero as s — 0T uniformly on compact

subsets of % . We know moreover that T} (v) = 0 if, and only if, v = v, := (—1,1) and that T3(v.) # 0.

If we take any vy € fg \ {vx} then, thanks to the good properties of the remainder, we get that
M s ) (0,09) P’ (85v) = 2T1(v0) # 0 and this easily implies Zo(P'(-;v),19) = 0. Hence, by applying
assertion (2¢) in Lemma 2.4, Crit((IL,,, X,,), X)) = 0 for all vy € £g \ {v,}.
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In order to study the criticality of v, we observe that lim(, ,y_0,.,) P"(s;v) = 4T2(v.) # 0 and,
consequently, Zo(P’(-;v),10) < 1 by Rolle’s Theorem. Therefore, by assertion (2a) in Lemma 2.4,
Crit((M,,,X,,), X,) < 1. On the other hand, the application of [23, Theorem A| together with (a) in
Lemma 2.16 shows that Crit((IL,,, X,,), X)) = 1 due to v, € I'z. Hence Crit((Il,,, X,,), X,) = 1.

. We proceed with the study of the segment ¢7 := {F = 0,D € (—1,0)} which, as in the previous
case, corresponds to period annuli having a saddle-node singularity at the outer boundary. In order
to compute the criticality of any vy € ¢; we apply the results obtained in [27]. In that paper it is
proved that for each vy € £ there exist § > 0, an open neighbourhood V' of 1y and a continuous
function o:[0,6) x V — RP? verifying the hypothesis in Lemma 2.4. Moreover, denoting the period
of the periodic orbit of X, passing through o(s;v) by P(s;v), the proof of [27, Theorem B| shows that
P'(s;v) tends to —oo as (s,v) — (0,1p). Consequently Zq(P’(-;v),v9) = 0 and hence, by applying (c)
in Lemma 2.4, we get that Crit((H,,le,O),X,,) =0.

. We analyze next the parameters inside the segment fg := {D =0,F ¢ [%, 2] } So let us fix any vy = (0, Fp)
with Fy € [§,2]. By [23, Theorem A] we can assert that if Fy € [3,2] then vg is a local bifurcation value
of the period function at the outer boundary. On the other hand, if Fj € [%, %] then we can conclude the
same by applying [28, Theorem B]. Hence, since the period annuli of the Loud’s centers vary continuously,
see Remark 2.6, assertion (a) in Lemma 2.16 shows that Crit((IL,,, X,,), X,) > 1 for all 1y € (s.

. From the results in [19, 39] it follows that Crit((Il,,,X,,), X,) = 0 for any parameter v inside the
set bg:={D =0,F ¢ [0,2]}U{D = —-1,F <0} U{D+ F = 0,F < 0}. Indeed, in those papers the
authors determine a region M in the parameter plane for which the corresponding centers have a globally
monotonic period function. Taking this into account the assertion follows easily from the fact that /g is
contained in the interior of M, see Definition 1.1.

. We consider now the half-line £19:= {D+ F = 0, F > 1}, so let us take a parameter vy = (—Fp, Fp) with
Fp > 1. In this case the assertions with regard to its criticality follow from the results in [24]. It is proved
there that there exists a function ¢ = £(v) in a neighbourhood U of vy such that o(s;v) = (0,£(v)(1—s))
is a €° map on [0,8) x U verifying the hypothesis (a), (b) and (c) in Lemma 2.4. Moreover if we denote
by P(s;v) the period of the periodic orbit of X, passing through o(s;v) then [24, Theorem B]| shows
that

o Zo(P'(-30),m0) = 0 if Fy ¢ [3/2,2),
o Zy(P'(-;v),v) =11if Fy € [3/2,2) and
[ ) Zo(P/(';I/),Vo):2ifF0:2.

In the first case Crit((Il,,,X,,), X,) = 0 by (2¢) in Lemma 2.4, whereas in the second case the com-
bination of (2a) and (2b) implies Crit((IL,,, X,), X)) = 1. In the third case, by applying (2a) we get
Crit((l’[,,o7 XL,O)7X,,) < 2. To show that this upper bound is attained we also apply (2b) in Lemma 2.4
but to this end we must check the assumption that for each open neighbourhood V of vy = (—2,2) and
0 > 0 there exist distinct s1,s2 € (0,0) and ¥ € V such that P’(s;;0) = 0 for ¢ = 1,2. To verify this we
note first, see [24, §4], that we can write

P'(s;v) =61 (V) fi(s;v) + 82(v) fa(s;v) + f3(s;v)

where the coefficients §; and d5 are independent at vy in the sense of [30, Definition 4.1] and, for i = 1,2,
limg_,o+ %(i')’) = 0. On account of this and P’(s;1p) # 0, the fact that the mentioned assumption is
verified follows from the proof of [30, Proposition 4.2]. Related with this let us also mention, see again
[24, §4], that the ordered set (f1, fa, f3) is an extended complete Chebyshev system on (0,¢) for £ > 0

sufficiently small (see [13] for a definition).
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v

-2 -1

Figure 6: Arrangement of the three types of local bifurcation curve
(inner boundary, interior and outer boundary) near the parameter values
v = Ly, see (13), and v = (—2,2). We refer the reader to Remark 5.1
for a detailed explanation.

On the other hand, by assertion (a) in [24, Theorem C], there exist a neighbourhood U of vy = (—2,2),
50 > 0 and a injective €° curve p: (—¢,e) — U satisfying p(0) = (—2,2) and

p((0,¢)) = A:= {v € U; there exists s € (0,sg) such that P'(s;v) = P"(s;v) = 0}.

Furthermore, assertion (b) in that result shows that the curve A has an exponentially flat contact with
the straight line {F = 2} at vy = (—2,2), see Figure 6. Since the interior of A is clearly empty and the
Chebyshev property explained above prevents the zeros of P'(-;v) to have multiplicity greater than 2,
the application of Lemma 2.15 shows that A consists of local bifurcation values of the period function at
the interior.

9. Finally the fact that the criticality at the outer boundary of the isochrones v; := (f%, 2) and vp:= (f%, %)
is 1 follows from Propositions 4.2 and 4.3, respectively.

Since R? \ ¢ = (U}2,4;) U {v1} U {vy}, this concludes the proof of the result. |

Remark 5.1. We conclude this section by making further comments about Figure 6. It follows from (e) in
Theorem A and [23, Theorem 4.3], respectively, that the germs of curve A at v = (—2,2) and d; at v = L4
are inside the set of local bifurcation values of the period function at the interior of &?. Exactly as we
explain in Remark 4.5, we conjecture that both curves connect each other to delimit a region of parameters
for which the period function has exactly two critical periodic orbits. In this regard [23, Theorem 5.2]
shows that the center of any parameter inside the light gray sector has at least two critical periodic orbits.
We know now, see point 8 in the proof of Theorem A, that v = (—2,2) is at the boundary of this region
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with exactly two critical periodic orbits. The numerical visualization of this fact is a challenging problem
because A has a exponential flat contact with {F = 2} at v = (—2,2). O

A Coefficient formulas

A.1 Previous results about the Dulac time

This appendix is entirely devoted to the proof of Propositions 3.2 and 3.3 in Section 3. For the parameter
values under consideration in both results, and thanks to the symmetry of the vector field X, in (2), it
turns out that the period function is twice the Dulac time associated to the passage through a hyperbolic
saddle at infinity. The asymptotic expansion of this type of passage is the subject of our recent papers
[29, 30, 31] and in order to prove the results in Section 3 we strongly rely on the tools developed there. For
this reason we first summarize for reader’s convenience the definitions and results from those papers that
are indispensable here. We recap the results in three theorems. In short, Theorem A.3 will provide us with
the monomial scale needed in each asymptotic expansion, which only depends on the hyperbolicity ratio of
the saddle, whereas Theorem A.4 will give the explicit expression of their coefficients in terms of a sort of
Mellin transform that is introduced in Theorem A.5.

In order to facilitate the application of the above-mentioned results we particularize them to fit in the
context needed to prove Propositions 3.2 and 3.3. Thus, following the notation that we use in [30], let us
consider the parameter fi:= (A, 1) € W:= (0,400) x W, where W is an open set of RV, and the family of
vector fields { X}, i with

1 . N
Xp(w1, )= g(flpﬂﬂﬁhfﬂz;#)azl + x2P2(‘T171:2;,U’)612>7 (24)
where

e P, and P; belong to € (% x W) for some open set % of R? containing the origin,
e Pi(x1,0; /1) > 0 and P5(0,z2; 1) < 0 for all (z1,0),(0,22) € Z and i € W,

_ _ P>(0,0;)
RS Ak

Moreover, for i = 1,2, let 0;: (—¢,¢€) X W — %, be a €* transverse section to X at 2; = 0 defined by
oi(s; i) = (i1 (s; ), 02 (s; /1))

such that oy(0, 1) € {(0,2); 25 > 0} and 09(0, i) € {(1,0);21 > 0} for all 4 € W. Then Theorem A.3 is

concerned with the time T'(s; ) that spends the solution of X passing through the point o¢(s; ) € ¥1 to

arrive at Xo, see Figure 7. More concretely it shows that T'(s; i) has an asymptotic expansion at s = 0 with

the remainder having good flatness properties with respect to the parameters. We specify these properties
in the following two definitions.

Definition A.1. Given K € Z>oU{co} and an open subset U C W c RV+1 we say that a function P(s; 1)
belongs to the class €% (U) if there exists an open neighbourhood €2 of

{(s,0) eRN** 5= 0,4 € U} = {0} x U

in RV*2 such that (s, 1) — 9(s; ) is €% on QN ((0,+00) x U). O
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DIT 01(5)

Figure 7: Definition of T'(-;f), where ¢(¢,p; 1) is the solution of X}
passing through the point p € % at time ¢t = 0.

Definition A.2. Consider K € Z>oU{co} and an open subset U ¢ W ¢ RN*1. Given L € R and /i € U,
we say that ¢(s; i) € €5 (U) is (L, K)-flat with respect to s at fig, and we write 1 € FX (fip), if for each
v = (vg,...,UN+1) € ZJ>V0+2 with [v| = vg + -+ + vn41 < K there exist a neighbourhood V of fiy and
C, 59 > 0 such that B

I (s; o)
Ds 0O - O

< Cst™0 for all s € (0,50) and 1 € V.

If W is a (not necessarily open) subset of U then define FX(W):= Nioew FE(fio). O

Next result merges the statements of Theorem 1.6, Theorem 4.3 and Corollary B in [31]. Following the
notation in that paper, we particularise them to the case (ny,n2) = (0,1) for simplicity. Moreover, for the
sake of shortness, we only include those items that will be used in the present paper.

Theorem A.3. Let T(s; 1) be the Dulac time of the hyperbolic saddle (24) from 31 and Xo. Then, setting
Doo =0, D1g = %, Doy =N, Dag = 2 and Doz = §, for each (i, j) € {(0,0), (1,0), (0,1),(2,0), (0,2)} there
exists a meromorphic function T;;(f1) on W = (0,400) x W, having poles only along D;; x W, such that
the following assertions hold:

(1) ff Ao € (;2) then T(s; 1) = Too(ir) + Tho(i)s + Tor(@)s™ + Tao(1)s* + F*({Xo} x W) for any L €
2, M0 + 1).

(2) If Ao > 2 then T(s; 1) = Too(f1) + Tro(f1)s + Tao(f1)s® + F2({Xo} x W) for any L € [2,min(3, \o)).

(3) If Ao = & then T(s; 1) = Too(22) + To1(2)s™ + sTi‘g(w;ﬂ) + F({ Ao} x W) for any L € [1,2), where
w=w(s;a), a =1-=2X\ and T (w; ) € €(U)[w] for some open neighbourhood U of {No} x W.
Moreover

T35 (w; f1) = Tro(j1) + Toz () (1 + aw) for X # Xo.

(4) If \o = 1 then T(s; r) = Too(f1) + sT73(w; 1) + F2({ o} x W) for any L € (1,2), where w = w(s; a),
a=1-X and T (w; i) € €°(U)[w] for some open neighbourhood U of {\o} x W. Moreover

T3S (w; 1) = Tio(f1) + Tor (1) (1 4 aw) for A # Xo.
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(5) If Ao = 2 then T(s; i) = Too(j2) + Tro(jt)s + s2To3 (w; fu) + F2({ o} x W) for any L € [2,3), where
w=w(s;a), a =2—X and Ty (w; i) € €(U)[w] for some open neighbourhood U of {Ng} x W.
Moreover

T35(ws 1) = Tao (1) + Tor (7)) (1 + aw) for A # Xo.

We focus next on the expression of the coefficients T;; and the result that we state below in this regard
follows from assertion (c) in [31, Theorem A] particularized to (n1,n2) = (0,1). In its statement we use the
following functions:

meg=ee [ (555 +3) 5 memee [5G ) S

1 _ Lo(u)
A= B0 A0 B o) (25)
M (u):= L1 (u)0h <%) (0,u) By (u):= Ly (u)0, Py (0, u)

Cy (u):= L2 (u)d? Py (0, u) +2Ly (w) My (1)1, u)dy Py (0, )

Here, given @ € R\ Z>( and a real valued function f(z) that is ¥°° in an open interval containing z = 0,
f(a,z) is a sort of incomplete Mellin transform (see Theorem A.5 below). Moreover, for the sake of
shortness, in the following statement we use the compact notation o;j; for the kth derivative at s = 0 of
the jth component of o;(s; 1), i.e.,

(i) = 05035 (0; ).
Also with regard to the statement, note that D;; refers to the discrete sets introduced in Theorem A.3.

Theorem A.4. For each (i,7) € {(0,0),(1,0),(0,1),(2,0)}, the following expression of T;;(jt) is valid
provided that X ¢ D;;:

Too(f1) = — 12041 (—1, 0190),

TOl(ﬂ):%AZ()\ o210)
7510L7 (0120) 7 ’
A 0121 01200111 £
T =— - Bi(1/A—1,0 R
10(A) P5(0,0120)  Li(o120) 1(/ 120)
and
. 01200122 1, 1 1
T = — — 0P, (0 — P, (0
20(#) 20120]32(070120) 20121 21479 ( 70120) 012101110119 ( 70120)
2
01200111 A 01200111 4
- ——=C1(2/)\—1 - S —B1(1/A—-1
QL%(UHO) 1( / 70120) 1L1(0120) 1( / 70120),
where

o112 o121 (P
s——fhf(

J111 ”
= — (0 - ——M;(1/X .
1 20111 7120 >( 70120) T 1( / 70120)

P, 1(0120)

As we already explained, the following result (that merges Theorem B.1 and Corollary B.3 in [31]) is
the third ingredient needed in the proof of Propositions 3.2 and 3.3.
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Theorem A.5. Let us consider an open interval I of R containing =0 and an open subset U of RV.
(a) Given f(z;v) € €I x U), there exits a unique f(a,z;v) € €°((R\ Z>o) x I x U) such that

xazf(a,x;u) — ozf(a,a:;u) = f(z;v).

(b) If x € T\ {0} then d.(f (v, z;v)|x|~*) = f(a;v) ‘z!a and, taking any k € Z>o with k > «,

k—1

R 9L f(0:v) . v ds
fla,z;v) = Z Mﬂﬁz + |517|Ot/O (f(SW) - T(])C_lf(sél’)) |5|7Q§,

il(7 —
—il(i — )

where TE f(z;v) = Zf:o Z.l!@;;f((); v)zt is the k-th degree Taylor polynomial of f(x;v) at x = 0.

(¢) If f(x;v) is analytic on I x U then f(a,z;v) is analytic on (R \ Zx¢) x I x U. Finally, for each

(o, 0, 10) € Z>o x I X U the function (o, z,v) — (ap —a) f(a, x; V) extends analytically to (o, o, o).
(d) If f(x;v) = a"g(x;v) with g € €°(I x U) and n € N then f(a,z;v) = 2"j(a — n, z;v).

The following simple observation will be useful in order to study the coefficients of the asymptotic
expansions that we shall deal with.

Remark A.6. If )" a;z* + ¢(z) = 0 for all z € (0,g), where \; € R with Aj < Aa < -+ < Ay,
ai,as,...,an € Rand ¢¥(z) = o(z) then ay = az = --- = @y = 0. O

We are now in position to begin the proof of the two first results in Section 3.

A.2 Proof of Proposition 3.2

Proof of Proposition 3.2. We follow the approach in [22, §5] to take advantage of the general setting
developed in [30]. To this end we will work on an extended parameter space 7 € V that we specify as

follows. Firstly, introducing an auxiliary parameter n & 0, we consider two local transverse sections ¥} and

Y7 parametrized respectively by s — (1 —s,n) and s — (=1, 2), for s > 0, cf. Figure 2. Secondly, taking

575
any «, 8 € R such the straight line y = azx + 8 does not intersect any solution of X, while traveling from
7 to £3. One can readily see that a sufficient condition for this to hold is that
a+f <nandn > —a.
Then, setting v:= (D, F, a, 8,m), we will work on the extended parameter space

Vi={peR’:De (-1,0),F € (0,1),a+B<n,—a<n}.

Taking this into account, we consider the projective change of coordinates, see Figure 8,

_ 1-2z 1
(o) = (yfamfﬁ’yfaw*ﬁ’)

One can verify that in these coordinates the parametrizations of ¥7 and ¥J become

o1(s) = ( s ! B) and a(s) 1= ( 1+s s ) (26)

n+as—a—B n+as—a— a+n—PBs at+n—PBs
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Z2
L(();,y) = {.732 = O}

Y

f/\

7 s
L(Ogl,m) ={y=ar+ B}

Figure 8: Projective coordinate change in the proof of Proposition 3.2.

respectively, whereas the vector field (2) is brought to

X;:= xi?(xlpl (1, x2; V)0, + T2 Pa(x1, x2; D)azg) (27)
with
Py(z1,29;7) = (1 — a:rl)z + (a+ B)zy — x% +(1-a?- af)r1Te
— F(1+ a(zs — 21) + Br2)? = D(@1 — 2)”
and

Py(xy,29;0) = a2x% —axy — x% +(1- a? — af)r1Te

— F(1 4 afzy — x1) + Br2)? — D(x1 — 22)°.

The reason why we introduce the auxiliary parameters «, 8 and 7 is because the computations are much
easier taking the projective change of coordinates that sends y = 0 to infinity (i.e., with a = 8 = 0),
which is not compatible with the placement of the original transverse sections (i.e., with n = 0). Since the
parameters 7 with o = § = 1 = 0 are in the boundary of the admissible set V', we will work in the interior
and then make a limit argument. By introducing these auxiliary parameters we end up in a setting where
the assumptions to apply the results in Section A.1 are fulfilled. Observe in particular that P; and P, are
analytic on R? x V. Following the notation introduced there, note that the hyperbolicity ratio of the saddle

P(0,0) F

P (0,00 1-F

A\ =

depends on y = 7. We denote the Dulac time of X, from X7 to X7 by T'(s; 7). Note that, by construction,
it does not depend on « and 3 as long as a+ 8 < n and n > —a holds. Moreover, and this is the key point
for our purposes, the Dulac time T'(s;v) in the statement is precisely T'(s; 7) for n = 0.

Let us fix any 7y = (Do, Fy, g, Bo,m0) € V with Fy € [%,1). Observe that () > 2 if Fy € (%,1)7
M) € (1,2) if Fy € (3,2), AMin) =2 if Fy = 2 and (i) = 1 if Fy = §. Consequently, by applying (2),
(1), (5) and (4) in Theorem A.3, respectively, we get that
(CLI) T(S, ﬂ) = To()(l?) + T10(17)8 + Tgo(ﬁ)SQ + }—Eﬁiv(ﬁo) if Fy € (%, 1)7 where Ly = min(S, )\(Po)),

(b) T(s;2) = Too() + Tio(7)s + Ton (7)™ + F52., () if Fp € (4, 2),

44



(') T(s:7) = Too(¥) + Tro(7)s + T30, (7)s wa-x(s) _zio

+ (v)s* + F52, () if Fy = 3, where T3, (7) and
T2,,(7) are smooth in a neighbourhood of {7 € V : A\(¥)

0
(7) = 2} and, moreover,
T2, (7) = (2 = N To1(7) and Ty (7) = Tao(7) + To1 () for A(7) # 2,

(d') T(s;7) = Too(7) 4 Tioy (7)swi-x(s) + Tloo(7)s + F5° () if Fy = &, where T}y, (7) and Tiy,(7) are
smooth in a neighbourhood of {7 € V' : A(¥) = 1} and, moreover,

Tl (7)) = (1 = N To1(7) and T}y (7) = Tio(7) + To1 () for A\(7) # 1.

Here v is a small enough positive number depending on . Furthermore the coefficients T;;(7) are mero-
morphic functions on V with poles only at those F € (0,1) such that A\(¥) = £ € D;;, where Doy = 0,

D10 = %, D01 = N and D20 = %
We claim that the coefficients Tij(D) do not depend on « and 3. Indeed, to see this recall that the Dulac

time T'(s; ?) does not depend on « and B provided that a + 8 < n and n > —a, which is verified for v € V.
Hence 9,7 (s;7) = 0 and 0T (s; 7) = 0. Thus from (b') we get that, for each fixed v, € VN {3 < F < 2},

0aT00(7) + 0aTio(7)s + OaTor (7, )sM*) + 0(s>72Y) = 0 for all s > 0,

where we use that the flatness order of the remainder is preserved when derived with respect to parameters
(see Definition A.2). Then, since 1 < A < 2 for F € (%7 %) and we can choose v > 0 arbitrary small
(depending on 7y ), by taking Remark A.6 into account we can assert that

8QT00(17*) =0, 8QT10(17*) =0 and 8QT01(17*) =0.

Singe Vn i% < F< %} is open and the coefficients are meromorphic on V, by Lemma B.1 it follows that
0aTho, 0aT10 and 0,Tp; are identically zero. The claim for dg and the other coefficients follows verbatim.

On account of the claim and the fact that T(s; #)|,—0 = T'(s;v), the assertions in (a)—(d) with regard to
the asymptotic expansion of T'(s;v) follow from (a’)—(d’), respectively, by setting

Tij(v):= Ti;(7)],_ -

Next we proceed with the computation of the expression of each coefficient. To this end observe that

T;j(v) = T5(D, F,a, B.m)],_, = Jim, T,;(D,F,a, B,n) = Jim, T;;(D,F,0,0,n), (28)

where the second follows by the continuity of v T;;(7) on V and the last one on account of the previous
claim. In view of this the plan is to compute T;;(D, F,0,0,n) with n > 0 by applying Theorem A.4 and
then make 1 — 0. With this aim it is first necessary to obtain the functions in (25). In doing so, and setting

1 D+1 1 D
K1= 7—’_, = and ko= ——,

0= op F 2(1—F) F—1

for shortness, one can verify that
Li(u) = h(u; §;, ;) for i = 1,2, where h(u; 8, k) := (1 + ku?)°.

We stress that Ly and Ly are defined in (25) in terms of the functions P (z1,22;7) and Py (z1, z2;7) given
in (27) and that, as we already explained, we take o« = = 0 here and in what follows. Similarly, setting

2D +1
-

T =
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for the sake of shortness again, some computations show that M (u) = yiuh(u; 61 — 2, k1),
Aq(u) = —261h(u; —1, K1), Bi(u) = M;(u) and Cl(u)\D:_% = —407h(u; 26, — 2,61). (29)

Moreover As(u) = 2d3h(u; 62 — 1, k2). With regard to the parametrization of the transverse sections in the
expression of the coefficients, see (26), using the compact notation o (7):= 0%0,;(0;7) we get that

o112 = 0121 = 0122 = 0 and o111 = 0120 = 0210 = 0221 = 1/7. (30)

We are now in position to apply Theorem A.4 to obtain the coefficients Tw(ﬂ) (We omit the computation
leading to Tpo(v) because it is given in [22, Proposition 5.2].) In doing so we obtain that

A
01200111

B AL (N, 0910) = 26
Ungi‘(Uuo) 2 210) :

To1 (v,0,0,7) = h(X1/n; 05 — 1, k2).

o
(n? + K1)
Therefore

A
. _ 209 K2 A A
Toi(v) = nlig{r To1(v,0,0,n) = 753723 (** —0g + 1+ f)
1

) (4w 05" (62 R

where the first equality follows from (28), the second one by (a) in Proposition B.3 (provided that A ¢ N),

. 1 . V& F a1 D 2. .
and the last one by using (46) and that I'(5) = /7. Since p1(v) = W(Tﬂ) 7 ($£2)? is an analytic
positive function on V, this proves the equality in the statement because we know that Ty, () is meromorphic

on V with poles only at those F € (0,1) such that A\(v) € N.

Let us turn next to the computation of T79. With this aim we note that

= o121 o1l A
Tio(1,0,0,7) = — Bi(1/A -1,
1o(v ) 7120 <o120P2(0,0120) * Li(0120) 11/ 0120))
. ) g )
=——Bi(1/A-1,n" )= -y ——h(1/A—=2,7" ;61 — 2 .
Ll(nil) 1( / >N ) ! (172—|—K/1)51 ( / 117501 ,/il)

Here the first equality follows by Theorem A.4, the second one from (30) and the last one by applying (d) in
Theorem A.5 to the function By (u) = yiuh(u; 01 — 2, K1), see (29). Since —3+ 201 = 1 — 2, by applying (a)
in Proposition B.3 we get

2072

k! ( 1 1) V2D +1) T(1- %)
MM B (1 2
22

T =1 T ,0,0, = - =
10(v) i, 10(v,0,0,7) 2T )

1
2 /FA+DPI( -

and, due to pa(v) = 2\/%, this proves the validity of the expression for 719 given in the statement.

Let us finally compute the coefficient Too. In this case, on account of (30), by Theorem A.4 we get

N2 n 1S

To(v,0,0,m) = =~ <Wél(2/)\ Ly Y+ mél(l/)\ - 1,7771)) .

Thus, since 71 = 0 for D = —%, from (29) it turns out that

282y~ 3+40 ‘

Ta0(—1/2,F,0,0,n) = W’l(z/)\ — 1,77 %26 —2,6) b

1
2
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Hence, due to —3 4+ 46; = 3 — 1, by applying (a) in Proposition B.3 once again,

11
_ kY2 1 11 v T3 -13)
Too(~1/2,F) = lim Tho(—1/2, F,0,0,7) = —4— B(--<,2) =YL 273/
20( /7 ) 772/61+ 20( /a 77777) 4F2f€%61 Dzé (2 )\72) 1 %

2

Since Tho(v) is a meromorphic function having poles only at those vy € V' such that A(vp) € Dao = g and,
on the other hand, A(v) > 2 forallv € VN {% < F < 1}, by applying the Weierstrass Division Theorem (see
for instance [11, Theorem 1.8]), we can assert the existence of an analytic function p3 on V N {% < F <1}
such that

VT TG = %)

Bl AETa )

+ps(n)(2D +1).

It only remains to prove the assertions with regard to the properties of the coefficients in the respective
asymptotic expansions. Being the ones in (a) and (b) an easy consequence of well-known properties of the
gamma function (see for instance [1]), we proceed with the other two:

()

Let us take any vo € V N {F = 2} and note that, from (c), the functions T%, (v):= T;Ol(ﬂ)}nzo and

TZ,(v):= Tgoo(ﬂ)’nzo are smooth in a neighbourhood of {v € V : A(v) =2} = VN {F = 2} and
T3, (v) = (2= Mv))To1(v) and Ti(v) = Tao(v) + To1(v) for AM(v) # 2.

Recall that Ty, (v) and T5o(v) are meromorphic with a pole at those v such that A(r) = 2 € Dy N Dyp.
What is more, by Propositions 3.2 and 3.6 in [31], respectively, we know that in both cases the pole is
simple. Consequently by the Weierstrass Division Theorem (or, more directly, by [31, Lemma 2.8]) it
follows that T, () and T, (v) are analytic in a neighbourhood of V N {F = %} On the other hand,

from the already proved part of the statement, if v, = (—3, %) then T1o(v.) = 0 and

Thn(v2) = Jim (2= NI () = £ lim T(-3/2)(2 =) = 2208 20
2 2

because lim,_, 1 (x + 1)I'(z) = —1 (see [1, §6] for instance).

Consider finally any vy € V N {F = 1}. Then, from assertion (d'), T1y(v) := T1101(17)|7,:0 and
T (v):= Tlloo(ﬂ)|n , are smooth functions in a neighbourhood of {v € V : A(v) = 1} = VN{F = §}

and, in addition, -
Ty (v) = (1 = Mv))To1(v) and T}y (v) = Tio(v) + To1(v) for M(v) # 1.

Since T1o(v) and Tpp(v) are meromorphic with a pole at those v such that A(v) = 1 € D19 N Doy,
the above equality shows exactly as before that T}y, () and Ti,(v) are analytic in a neighbourhood
of VN{F = %} Moreover, from the expression for Ty; in the statement that we already proved and

using that 1 — A\ = 2F;_1{2

, we can write

p1(v) 4F(_%)

Tlo(v) = (1 = NTo1(v) = —pa(v)(F — 1/2)* with py(v):= F- 1) (A —1)

The function p4 is analytic at 1o = (Do, 3) because A(vp) = 1 and I'(z) has simple pole at z = 0. In
addition, since lim,_,o2I'(z) = 1 and T'(—3) = —2/7, we get that ps(vo) = 161/7p1(p) > 0. From
the expressions in the statement as well, we get

Tioo(v) = ps(V)(D +1/2) + ps(v)(F — 1/2)

1
with p5(v) := 2pa2(v) 11:(%7"%)) and pg(v) :== 155 p4(v), that are analytic and positive at vy = (D, 3)

due to A(rp) = 1. Finally a computation shows that pg)(—%7 %) = pg(—%, %)

This concludes the proof of the result. |
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A.3 Proof of Proposition 3.3

Proof of Proposition 3.3. We will adapt the arguments in [23, §3.2.1] to take advantage of the general
setting developed in [31]. To this end, as we did in the proof of the previous result, we will work in an
extended parameter space W to be specified. In this case the computations are a little bit more involved
because we also need to straighten the separatrices of the saddle, see Figure 3. With this aim in view we
first take € € R and consider the local change of coordinates given by

a(z) = 3y° p—p )
T1,T2) = ¢ (x,y):= ) )
( 1 2) ¢E( y) <a(p2 — +Ey)2 P2 — T + ey
where recall that ¢(z) = a(z — p1)(x — pa) with a = ﬁ > 0 and p1,p2 € R, p1 < po, for all v € W. In

what follows, for the sake of shortness we set
K1:=ps —p1 and Ko := 1/\/%.
One can check that the Jacobian determinant of ¢. vanishes at (z,y) if and only if y — eq’(z) = 0, where
q'(z) = 2ax — a(p1 + p2)z,

and that this straight line is mapped by ¢, to

De(x1,22):=2a(1l — 21 — z2) + a’e?(4xy + x%) =0.
We claim that ¢, is an analytic map from

Qo= {(2,y) ER?:py —x+ey >0,y — ¢ (z) > 0}

to U= {(x1,72) € R? : x5 > 0, D.(x1,72) > 0} with a well defined analytic inverse given by

belwr,v2) = <m(s%(mwz)5 1) + (p2 = alpy +p2))vs w1 (Zerr, 1) +ac(es 2)))
SR (1 —2ae?)xs ’ (1 — 2ae?)x, '

Indeed, the claim follows by checking that ¢. o ¢ = Id on {Z.(x1,22) > 0,22 # 0} and that . o p. = Id

’ ’ 2
on {% > 0}. To show the second identity we use that (Z: o ¢.)(x,y) = (%) . Consequently
(z1,22) = ¢c(x,y) is an analytic global change of variables from Q. to % for all . In what follows we

require |¢| < —= in order that the straight line {ey + p» — 2 = 0} does not intersect the left branch of the

V2a
hyperbola C = {%y2 — q(z) = 0}, see Figure 9.

Next we introduce a second auxiliary parameter 7 € R and consider two additional transverse sections -7
and X7 laying on the straight line ¢, := {y = n(p2 — )}, see Figure 9. Observe that ¢, intersects the right
branch of the hyperbola C at (p2,0) for all . We require || < v/2a additionally in order that ¢, intersects
the hyperbola at a point (2, y,) in the left branch. Then we parametrize X7 and X7, respectively, by

S (mn —s,m(p2 — ;) + s)) and s — (— 1/s,m(p2 + 1/3)), (31)

for s > 0 small enough. We also require £(n? + 2a) + 2n > 0 so that (z,,y,) € Q.. Summing up, the

admissible conditions 1
gl < —, <v2aand5 2+2a +27]>0

guarantee that any solution of X, going from X7 to X7 is inside the domain 2. of the coordinate change
(z1,22) = ¢e(x,y). Thus, setting 7:= (v,e,n), we will work on the extended parameter space

W:={peR'":F+D>0,D<0,F>1,le| < \/% In| < v2a and £(n* + 2a) + 21 > 0}.
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A

{ey+ps—2=0} |

Figure 9: Auxiliary transverse sections in the proof of Proposition 3.3.

Clearly the sets {(v,¢,0) : v € W and € € (0, \/%)} and {(v,0,m) : v € W and n € (0,v/2a)} are inside W,
that will be crucial in the forthcoming steps.

At this point we define o1(-;7) and oo(-;7) to be, respectively, the composition with ¢, of the
parametrization of X7 and X7 given in (31). In its regard one can check that

o1(5:7)|_g = s(1 — w3n?)? k1 (1 — Kk3n?) (32)
17/ le=0 K1+ s(1— k2n2)" k1 + s(1 — K3n?)

and

_ 1+pis 5 o Ki1S§
. — _ e ) 33
02(837)| . <1+p23 R2 T pos (33)

One can also verify that the coordinate change (x1,z2) = ¢-(x,y) brings the vector field X, in (2) to

1
Xp(21,22) = ;(961131(951,902%5)6931 + 2o Py (1, w2; V)0, ),
2

where Py and P, analytic functions on {(z1,22,7) € R2 x W : @.(x1,22) > 0}. The hyperbolicity ratio of

the saddle at the origin is
5= _ P(0,0) 1
 P(0,0)  2(F-1)

Moreover P |.—g = RP; and Py|.—g = RP, where R(z1,25) = %2*/1 — T — To,

pl(zl,.ftg) = 2/{1(F — 1) + 2(p2 — 1){E2 and PQ(CEl,CL’Q) = —K1+ (pz — 1)1’2 (34)

(It will be clear in a moment the reason why it suffices to restrict to ¢ = 0.) For each 7 € W, we define
T(s;7) to be the Dulac time of X, between the transverse sections ¢.(X]) and ¢.(X]) parametrized by
o1(-;7) and oo(-; ), respectively. We point out that, by construction, T'(s;7) does not depend on ¢ and
that, furthermore, T'(s; 17)|n:0 =T(s;v).

Next we will apply Theorem A.3 to obtain the asymptotic expansion of T(s;7) at s = 0. Note to this
end that, by construction, given any 7y € W there exists a relatively compact neighbourhood Vy of

{(331,0) 1x € [07521(0;170)}} U {(071'2) L Xg € [0,5’12(0; 170)]}
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in R? and a neighbourhood Wy of % in W such that ¢. (37 U X5) C V, for all # € Wy and
Vo X V_V() C {(501,1'2717) S Rz X W : gg(lll,mg) > 0}

Here we use (see also Figure 9) that ¢, maps the straight line {y — e¢/(z) = 0} to {Z.(x1,22) = 0}. The
above inclusion guarantees that P; and P, are analytic on Vy x Wy, so that we can apply Theorem A.3 to
study the Dulac time of X, for 7 . Accordingly, with this aim, let us fix any 7y = (DO, Fy,e0,m0) €W
with Fy € (1,3) U {2} Observe that A() > 2 if Fy € (1,5), A() € (1,2) if Fy € (2,3), A(o) = 2 if
Fy =2 and )\(1/0) 1 if Fy = 2. Then, by applying (2), (1), (5) and (3) in Theorem A.3, respectively, we
can assert that

(a') T(s;7) = Too(7) 4+ Tio(7)s + Tao()s® + Fo_, (o) if Fy € (1,3), where Lo = min(3, \(#%)),

(bl) T( ) Too( )—l— Tl()( )S + T()l( )8 + TQo( )S —Q—]'—zf) “(VQ) if Fy € (%, %)7 where Lo = )\(170) + 1,

(<) f( ) = Too(?) + Tio(7)s + T3, (7)s*wz—(s )+ T500(7)s* + F5°, (%) if Fy = §, where T3, () and
T2200(17) are smooth in a neighbourhood of {# € W : A\(7) = 2} and, moreover,

T501(7) = (2 = N)To1(7) and T () = Tao(7) + Tor (v) for A(9) # 2,
(d') T(s;v) = Too() + Ton (¥ )8A+T1%01(17)5w1—2x( )+ T

+ )s + Fsoy_,(70) if Fo = 2, where Tl (7) and
Tloo(?) are smooth in a neighbourhood of {7 € W :

30(7
A(@) = 1/2} and, moreover,
T2 (7) = (1 — 2\)To2(7) and T (5) = Tio(#) + Toa(7) for A(7) # 1/2.

Here v is a small enough positive number depending on . Furthermore by applying locally Theorem A.3
we know that the coefficients T;;(7) are meromorphic functions on W with poles only at those F' > 1 such
that A(7) = 57—y € Dyj. where Dog = 0, Dig = . Dor =N, Dag = £ and Doy = §

We claim that the coefficients T;;(7) do not depend on ¢. To prove this observe that the Dulac time
T(s;7) does not depend on ¢ as long as # € W. Accordingly 8. T(s;7) = 0. Thus from (§') we get that, for

each fixed 7, e WN{5 < F < 3},
D:Too () + 0-Tho(7)s + 0-To1 (7)) + 0. Too (7 )5 + o(s2072Y) = 0 for all s > 0,

where L, = A7) + 1 and we use that the flatness order of the remainder is preserved when derived with
respect to parameters (see Definition A.2). Then, since 1 < A < 2 for F € (2, 2) and we can choose v > 0
arbitrary small (depending on 7, ), the application of Remark A.6 shows that

(95T00(l7*) = 0, 85T10(D*) = 0, 85T01 (ﬂ*) =0 and 85T20(D*) =0.

Since w n {% <F< %} is open and the coeflicients are meromorphic on W, by Lemma B.1 it follows that
0:Too, 0:T10, 0-Tp1 and 0Ty are identically zero. The claim for 0.Tys follows verbatim.

Thanks to the claim and the fact that T(s; D)|n=o = T(s;v) by construction, the assertions in (a)—(d)
concerning the asymptotic expansion of T'(s;v) at s = 0 follow from (a’)—(d’), respectively, by setting

Tij(v):= Tii ()], -
We proceed next with the computation of these coefficients and for this purpose the idea is that if v € W
and € > 0 then
T;j(v) = T;j(v,e,0) = lim T;;(v,e,n) = lim T;;(v,0,n), (35)
n—0t

n—0t
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where in the second equality we use the continuity of Tj;(7) at any g € W with A() = m ¢ D,
and in the last one the fact that Tj;(7) does not depend on €. Hence our first goal is to obtain 7;;(i7) for
€ = 0 and to this end we shall apply Theorem A.4. (We point out that from now on all the computations
are performed taking ¢ = 0 and 7 > 0.) In doing so, and setting

_ p2—1
P2 —P1

Ko :

for shortness, from (25) we obtain that Li(u) = (1 — kou)?", La(u) = 1, My (u) =0 and

_ _1 _1
Avl) = 51— ko) =0 Ap(u) = gty (- )
(36)
Bi(u) = —32(1— kou)2F~1(1 —wu)"%  Cy(u) = ,%(1 — kou) 11 —u)" 2.
From (32) and (33), the necessary information with regard to the transverse sections is the following:
_2.2\2 o 2.2\3
Ti20 = 0210 = 1 — K31, 0111 = 0121 = % and o122 = —0112 = % (37)
Taking this into account we obtain that
Too(v) = lim Tho(r,0,n) = — lim (1 — k2n?)A1(—1,1 — k21?)
n—0+t n—0+

=2 B(1,5)2F1(1,1: 31 60) = 3205 2F1(L 55 33 55%9)

2 ko—1
where in the second equality we use Theorem A.4, in the third one we apply (b) in Proposition B.3 taking
{a=-1,y=1,6 = %,z = o} and in the last one [1, §15.3|. Since s = i:gf, this shows the validity of
the expression for Ty given in the statement. Similarly, from (36) and (37) again,

To1(V) = lim To1(V70777)
n—0+t

> . A ko(1—ro) 2
Toyr Jim, Ay(\ 1 — K2n?) = %B(—A, ).

Here the last equality follows by applying (b) in Proposition B.3 taking {a = A\, § = %,x = 0}, so that

o \C2aF
a=Av) = ﬁ ¢ Z>o, and noting that 2F(a,b;c;0) = 1, see (47). Since p1(v):= %

analytic positive function on W, this proves the the expression for Ty; given in the statement.

is an

Let us study next the coefficient T7¢. For this purpose we apply Theorem A.4, which on account of (37)
shows that if n > 0 and A(v) ¢ D1p = % then

= 1 —1+ w3n? (1 —w3n?)? A 2 2 )

To(v,0,nm) = — — Bi(1/A—-1,1—& . 38

00 = (T 0 =)~ T ot e 210 ) 8
Following the notation in Proposition B.3, see (36), we can write B;(1 — x2n?) = —329(y;6,7; ) with

{y=1-k3n?6=—1,v=2F,x = Ko} but we cannot apply it to get the limit of Bi(1/A-1,1— Kk3n?) as
n — 0% because the condition § > 0 is not satisfied. As a matter of fact this is coherent because, since the
first summand in (38) is divergent as n — 0T, it happens that lim,,_, o+ B (1//\ -1,1— 53772) diverges as
well. Hence the approach to compute this coefficient hast to be different. The idea is to take advantage of
[23, Theorem 3.6], which shows that if F' € (1,3) then Tyo(v) = p2(r)p2(v) where

1
— k2 SN IR SN W _1ds
p2(v):= Sl —p1) and pa(v):= —2 +/0 ((1 $)Tx(1—FRs) " 1) s~
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with & := }:gf. By applying assertion (b) in Theorem A.5 taking f(s;v) = (1 — s)*%(l — /?;gs)l*%7 k=1

and o = % we can assert that pg(v) = lim,_,;- f(%, s;v). Observe on the other hand that, following the
notation in Proposition B.3, we can write f(s;v) = g(y;0,v;x) with {y =s,6 =1 — %,'y =-1- %, xr =R}
Thus, since one can verify that 6 =1 — % >O0andz=r<lforalve WnN{l< F < %}, the application

of assertion (b) in that result gives
p2(v) = lim, ;- f(%ﬂﬁ”) =B(—3,1—3)2F (-1—5,—3:3 — 5:F).

Due to B(—1,1— §) = B(1 — §,—1), see (46), this proves the validity of the expression for Tio(v) in the
statement for all v € WN{l < F < %} Accordingly, since Tig is meromorphic on W, this is also the case
of py thanks to Lemma B.2, and ps is analytic on W, the application of the real version of Lemma B.1

implies the validity of the equality on W. Observe moreover that p, is positive on W.

We proceed with the computation of the coefficient T5g. In first instance, for the sake of convenience
we shall work with v € W N {1 < F < 2}, so that A(v) > 2. Due to M; = 0, Theorem A.4 shows that if
Av) ¢ Dy = 2 then

01200122 1, . .
T 910 PO aon) O a P. 0 - 6 P. 0 39
20120 P2(0, 0120) 97121922 (0,0120) — 0121011101 Py (0, 0120) (39)

2
91200111 A 0112 o1 (P 01200111
_ 20T Gy 2/x — 1 - 22t (21 ) 12091 B (1/4 — 1 .

212 (c120) 1(2/ ,0120) (20111 120 <P2>( 70120)> T1(o120) 1(1/ ,0120)

On account of P|__, = RPy, R(0,0120) = %2 V1— $2|z2_1_K2"2 =nand Py(0,1) = p; — 1 # 0, see (34)
- 2
and (37), it follows that we can write

TQO(V: 07 77) =

01200122 1, _ . é1(2)
20120 P2(0, 0120) 571210257 (0,0120) — 0121011101 Py " (0, 0120) 7 (40)
and
o o P
- - + = (71> (070120) = (1’2(772)7 (41)
20111 0120 \ P2

where here (and in what follows) ¢;(z) stands for an analytic function at x = 0. (In fact ¢; depends also
on v and this dependence is analytic on W. We omit this dependence for brevity when there is no risk of
confusion.) Following this notation, from (38) and using that lim, o+ L1 (1 — £3n%) = (1 — ko)?F" # 0, we
can assert that
01200111 + ¢4 (n°)
Ly (0120)

as long as A(v) ¢ Do = %. On the other hand, since A\(v) > 2 for all v € W N {1 < F < 5}, by applying
assertion (b) in Theorem A.5 with k =0 and a = 3 — 1, we get

Bi(1/X —1,0120) = ¢3(n*)Tao(v,0,7) (42)

1-2 - 7120 L2 du 1-r3n’® )
o R CN2/N — 1, 0130) = / AT / O (uyu—du
0 0

3 ! 5
= —ﬁ(l — 50)4F_1/ (1 —re)F~1e72(1 - x)_%dx,
4:%1 Hgn'z

I

where in the second equality we perform the change of variable u = 1 — z and use that —fo- = 1=p2 — &

ko—1 1-—p1
Next we split the above integral as I = I; + I with

-1

1
I:= [z . ((1 ) e m)f% —(1+ 5m)) xfgd?x and I:= / (1+ Bx):rfgd?x,

2m 75772
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where we take §:= % — (4F — 1) so that I; converges as ) — 0. Due to Iy = f% — 28+ %m + 28 we

Kan?
can write [ = J + %(nzln)3 + %ﬁn with

1
s d 2
J(v,m)= / ((1 — R 1—2) R -1+ ,gx)) o Y}
Kk3n? z 3
Consequently we obtain that
A 3rg (1 — ko)*F 1 ) 28
1(2/ ,0120) drr (1 - 53772)1*% (v,n) + 30ean)? + o (43)

On the other hand, setting g(z;v):= (1 — &z)** ~1(1 — )~ we get that

. L 2 3 3 1 2 _
%%J(Vﬂ?) - Iligl_ g(3/27x7y) =B (1 - Xa7§> 2F1 <1 74F77§77§ - Xa//‘"> 7'J0(V)"
Here the first equality follows by (b) in Theorem A.5 taking {a = 3,k = 2} and the second one by (b) in
Proposition B.3 taking {a = %,fy =1—-4F,6=1- %,x = Rk} and using that 6 > 0 thanks to A(v) > 2 for
all v € WN{l < F < 2}. That being said, substituting (40), (41), (42) and (43) into (39) and gathering
next the analytic functions at n = 0 we obtain that

TQO(V7 0777) = ¢5(V7 772)‘](1/7 77) + ¢6(V: 772)T10(V7 0777) + ¢7(V: 772)/7737

with ¢;(v, z) analytic at © = 0. (Here we specify again the dependence on v for the sake of consistency in
the exposition.) Consequently, from (35),

TQO(V) = nllnolJr TQO(V7 0, 77) = ¢5(V7 O)JO(V) + ¢6(V7 O)Tl()(l/)a

where we use that ¢7(v,7%) = O(n*) because the limit must be finite. One can easily check that

3I€2

_ p1— 1+ 2Fk
8k3(1 — ko) '

v):= ¢5(v,0) = and p4(v):= ¢g(v,0) =

p3(v):= ¢5(v,0) pa(v):= ¢6(v,0) P

This proves the validity of the expression for Tho(v) for allv € WN{l < F < %} Similarly as before, by
applying Lemma B.1 this equality extends to W since p3 and p4 are analytic on W and, on the other hand,
Jo is meromorphic on W by Lemma B.2 and so are T1g and Tbg. Finally an easy computation shows that
ps and py are positive on W.

So far we have proved the validity of the expression of the coefficients T;;(v) that we give in the first
part of the statement. Moreover, since T'(s;v) = T'(s; 7)|,=0 and T;;(v) = T;;(7)],=0, the assertions with
regard to the asymptotic expansion of the Dulac map at s = 0 in (a)—(d) follow, respectively, from (a’)—(d").
The only remaining point concerns the behaviour of the coefficients in each one of these cases. This is our

final task, that we carry out case by case:

(a) Let us consider any vy = (Do, Fy) € WN{l < F < 5} such that Tio(rp) = 0. We claim that then
Dy € (—1,—3%). Indeed, to prove this we first use Proposition 3.11 in [23], which shows that the set
{y eW :Ty(v) =0withl < F < %} is the graphic of an analytic function D = G(F) verifying

—F < G(F) < —1 and limp_,;+ G(F) = —3. Therefore it is clear that the claim will follow once we
prove that Tio(—1,F) # 0 for all F' € (1,3). In order to show this we note that ps|p—_1 = 1 and,
consequently,

Tio(=1,F) = po()B(1 = %, —3)oPi (= 1- %, —3i3 — 5i=02)|,_ #0
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because 2F(a,b;c;0) = 1 by definition and, on the other hand, \(v) = #_F) > 2 for all F € (1, %)

(

and one can check that B(1 — §,—3) = % # 0 for all A > 2. This proves the claim.
2 A

Recall at this point that

TQQ(V) = pg(l/)B(l — %, 7%)2F1( - % - 37 *g, *% - %, }:Zz) + ,04(1/)T10(1/). (44)

1

Accordingly, since Tio(rp) =0 with vy € Q:=WN{l < F < %} N{-1<D< ——} and ps and p3 are
positive functions, in order to prove that Thg(1p) # 0 it suffices to show that the linear combination

B(L- 3 -PaRi(~ § -3 %

x 23— xiie) —AB(l =% —p)e (=1 - %5y

does not vanish on (). Since one can easily verify that % € (0,1) and 172? € (—1,0) for all v € @, this

follows directly by applying Proposition C.1 with {a = % = } 5 2}

We already proved that Tpi(v) = p1(v)B( — A, 3) with p; an analytic positive function on W. The

function B(—\, %) = F(I:(ii)fk(%) vanishes only when + — A\(v) € Z<g and, for v € WN {3 < F < 3},
2

this occurs if and only if A(v) = 2, i.e., F = 4. Recall moreover that, by Proposition 3.11 in [23], the
set {v € W : Tyo(v) = 0 with 1 < F < 31 is the graphic of an analytic function D = G(F) on (1, 2).
Consequently there exists a unique v, = (D, 3) inside W N {3 < F < 3} such that Tyo(v.) = 0 and
one can prove that D, € (—1.15,—1.10). The gradients of Ty and Tp; are linearly independent at v,
because dpTio(v) # 0 for all v € WN{l < F < 3} by (a) of Lemma 3.13 in [23] and, on the other hand,
OpTo1(ve) = B(—)\, %) lv=v, Opp1(vs) = 0 and OpT1o(v4) # 0 since the gamma function has simple poles

at Z<o with non-zero residue. Finally Tho(v,) < 0 follows noting that, from (44) and A(v,) = 2, we get

Too(v.) = ps(va) B(— 3, -3)2F1 (= 5. -3 — 51 1=52)

)
V=V,

=

11,
67

which is negative because one can easily check that D — o F 1( — ?, f%; —
(-1.15,—1.10) and B( — 3, —3) ~ —2.6.

—p2 ‘S Dosit
- )|F=% is positive on

—_

Let us fix any vy € W N {F = 2}, so that A(vg) = 2. Then, from (¢'), T3, (v) := T3, (7)|p=0 and
T300(v):= T3y (V) |y=0 are smooth functions in a neighbourhood of {v € W : A(v) = 2} and, in addition,

T2201(z/) = (2 — /\(I/))T()l(l/) and T2200(1/) = Too(v) + To1(v) for A(v) # 2.

The functions Tp; (v) and Ty () are meromorphic with a pole at those v such that A(v) = 2 € Dy1N Dy,
and the pole is simple in both cases by Propositions 3.2 and 3.6 in [31], respectively. Therefore by
the Weierstrass Division Theorem (or, more directly, by [31, Lemma 2.8]) it follows that T, (v) and
T30(v) are analytic in a neighbourhood of W N {F = 3}. Furthermore by [23, Lemma 3.13| once
again, T1o(D, 2) = 0 if and only if D = —1. Finally, since A(—1,2) = 2, Ty1(v) = p1(v)B(=A, 1) and

2
B(-\ 1) = %, we have that
2

Th(~1.5/4) = lm (2= M) o) = pa(~1.5/4)

Vﬁ(_lvg

J lim (2= \T(=A) £0,

because the gamma function has simple poles with non-zero residues at Z<.

Let us consider finally any 1o € W N {F = 2}, so that A(1y) = 3. Due to Tp1(v) = p1(v)B(— A, 1) with
p1 #0, \Mv) = ﬁ and B( — A, 2) = 1“(1:(1\7)3\()%), there exists an analytic non-vanishing function ¢,
2

in a neighbourhood of W N {F = 2} such that Ty (v) = (F — 2)¢1(v). On the other hand, from (d’)
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1 _1 1 _1
and arguing as in the previous case, the functions T7%); (v) 1= Ty%; (¥)|n=0 and T3y (v):= T3y (7)|n=0 are
analytic in a neighbourhood of {v € W : A(v) = 1} and

T2 (V) = (1 — 2\)Toa(v) and Ty (v) = Tio(v) + Toa(v) for A(v) # 1/2.

In particular we have that the sum of residues of Ty and Ty along {v € W : A(v) = 3} = WN{F =2}
is equal to zero, which saves us from computing the explicit value of Tye. Indeed, since A(vy) = % and
11y _ PA-Hr(=3) :
B(l-4,—35)= W, we obtain that
1

T3, (vo) = lim (1 —2X\(v))To2(v) = — lim (1 — 2A(v))Tio(v)

v—1g v—rg

- o(—=23) .
= —PQ(V0)2F1( -3, —%; Lgf |V:V0)1~Ef§g hm)\ﬁ%(l —20)I(1 - %)

_3.
2
1—
= %pZ(VO)QFl( - 37 _%’ _%7 17}6? |1/:1/0)’

where in the second equality we use the expression of Tig already proved and in the last one that

Il:g:éi = —2 and lim,_,_1(z + 1)I'(z) = —1, see for instance [1, §15]. From the same reference we get
2
that o Fy (—3,—1;—3;2) = (z + 1)(z — 1)%. Moreover one can verify that D }:zf y_o maps diffeo-

morphically (—2,0) to (—oo,1) and that it is equal to —1 at D = —1. Accordingly we can assert that
1
T2,(D,2) = (D + $)l2(D) where {5 is a non-vanishing analytic function on (—2,0) and, consequently,
1
8DT1§01(—%,2) # 0. Since ODT(H(—%,Q) =0 and 8FT01(—%,2) = fl(—%,2) # 0, this proves that the

1
gradients of Tp; and 7%, are linearly independent at v = (f%, 2) as desired.

This finishes the proof of the result. |

B Beta and hypergeometric functions

In this appendix we are concerned with the integral representation of the Beta and hypergeometric functions
(see [2] for details). The Beta integral is defined for Re(z) > 0 and Re(w) > 0 by

1 —+o0
B(z,w):= / 71—t tdt = / 1 4 t)F vt (45)
0 0
This function can be analytically extended for z,w € C\ Z<( thanks to the identity
L(2)T'(w)
B =" 4
(20) = Fo o (46)

where I is the gamma function. Recall in this regard that 1/T'(2) is an entire function with simple zeros at
z € Z<p. On the other hand, if we consider a,b, c € C with ¢ ¢ Z<( and z inside the complex open unit disc
D:={z € C: |z] < 1}, then Gauss hypergeometric function is defined by the power series

o (@)n(B)n 2"
2F1(a,byc; 2) = Z T On (47)
n=0
where for a given z € C we use the Pochhammer symbol (z),:=z(z +1)---(z+n—1) = F(Fz(';)")

In this section by a meromorphic function of several complex variables we mean a function that locally
writes as a quotient of two holomorphic functions. Recall that a function f: & — C, where (2 is a connected
open set of C™, is holomorphic if for each zy € Q there exists an open polydisc D,.(zo) such that f can be
written as an absolutely and uniformly convergent power series at z, i.e., f(z) = > aa(z — 20)* for all
z € D, (29). On account of this we have the following result about uniqueness of meromorphic continuation.
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Lemma B.1. Consider two functions ¢ and ¢ that are meromorphic on a connected open set QQ C C™. If
there exists an open subset V' of Q such that ¢|,, = ¢|,, then ¢ = ¢.

Proof. We assume without loss of generality that ¢ = 0. In doing so the equality ¢ = 0 has to be thought
only at regular points of ¢. That being said, consider any two regular points of ¢, 2o € V and 21 € Q\V and
take a continuous path v joining them. Suppose that it is parameterized by o : [0,1] — v with ¢(0) = 2
and o(1) = z1. By compactness there exist 0 < s1 < $2 < ... < s < 1 and positive numbers r1,79,...,7%
verifying v C U¥_, D,.. (0(s;)) and such that, for each i € {1,2,...,k}, we can write ¢|D” (o(s1)) = fi/9i with
fi and g; holomorphic on D, (o(s;)). Define £ = max{i : D,,(c(s;)) NV # 0}. Then on the regular set of
¢|Dr2(0(32)) = fo/ge (i-e., where go # 0), the equality f¢|,, = 0 implies f; = 0 by the uniqueness of analytic
continuation. Accordingly ¢| Dy, (o(s0)) = 0. Next we compute ¢ again but replacing V by V U D,, and we
iterate the process to conclude that ¢(z;) = 0. Since z; is arbitrary this proves the result. |

Let us remark that the previous result is also true (with the same proof) in the real setting, i.e., for
functions in R™ that locally write as a quotient of real analytic functions. The following result is well-known
but since we did not find its statement in its fullness we give it here for the sake of completeness.

Lemma B.2. The function (a,b,c, z) — % extends holomorphically to C3x (C\ [1,400)).

Proof. Following [2, p. 65], let us show first that the function extends holomorphically to C3x D. To prove
this claim we write
2Fi1(a, b;c; 2)
I'(c)

I'(a+n)T'(b+n)z"
L(@)I(®)I(c+n)l(1+n)

= fala,b,c, 2) with f,(a,b,c,2):=
n=0

Stirling’s asymptotic formula I'(z) ~ v272*"2¢~* as Re(z) — 400 (see [2, Theorem 1.4.1]) shows that

nRe(aerJrcfl)

‘F(a+n)r(b+”) as n — +00.

T(c+n)I'(1+n)

Fix any compact set K C C3x D and suppose that Re(a +b+c—1) < m € N and |2| < r < 1 for all
(a,b,c,z) € K. Then, on account of the above asymptotic estimate and the fact that 1/I'(z) is an entire
function, there exists C' > 0 such that |f,(a,b,c,z)| < Cn™r™ for all (a,b,¢,z) € K. By applying the
Weierstrass M-test this proves that the series Y > f,, converges uniformly on compact sets of C*x D. So
the claim follows because the uniform limit of holomorphic functions is holomorphic (see [16, Proposition 2]).

Finally the result follows by Pfaff and Kummer’s formulas (see [1, §15] or [2, Theorem 2.3.2]) relating the
values of o Fy(a,b;c; ) at z, 27 and %, which enable to extend holomorphically to C3 x (C\ [1,4+00)) the
map (a,b,c,z) — % (These formulas are usually proved under some restrictions on the parameters
a b and ¢ but they are always satisfied thanks to the claim and Lemma B.1.) This concludes the proof of

the result. u

It is worth to mention that by Hartogs’s theorem (see [14, §1.2]), a function of several complex variables is
holomorphic if, and only if, it is holomorphic (in the classical one-variable sense) in each variable separately.
The main concern in this section is Euler’s integral representation of 5 F, see for instance |2, Theorem 2.2.1],
that is given by

1

F coe o) —
2 1(&,(),0,2) B(b,C—b)

/1 P11 = )eb=1(1 = )=t (48)
0

provided that Re(c) > Re(b) > 0 and z € C \ [1,400). Our goal is to use this formula to compute f(c,z)
(see Theorem A.5) for some specific functions f(z). Next result is addressed to this problem.
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Proposition B.3. The following holds:

(a) Consider h(y;d; k) = (1 + ky?)° with k > 0. Then, for any § € R and o € R\ Z>q such that 26 < «,
g din) = B (- 5y @
ygglooy L(a7y767‘%)_ 2 B( 27 6+ 2)

(b) Consider g(y;6,v;z) = (1 —y)° (1 —2y) ™Y withy € (0,1) and x < 1. Then, for any § >0, v € R and
acR \ Zzo,

lim g(a,y;0,7v;2) = B(—a,0)2F1(y, —; 6 — o ).
y—1-

Proof. In order to prove (a) we define Q:= {(a,d,x) € R?: 26 < o and % > 0}, which is connected. Note
then that we must show the validity of the identity on QN {a ¢ Z>o}. We will show first the identity on
an open set of V' C Q and then extend it by using the real version of Lemma B.1. With this aim observe
that if we work on V:= QN {a < 0} then the application of assertion (b) of Theorem A.5 with k = 0 yields

+o0 < +o0 <
lim y “h(a,y;6, k) = / (1 + wu®)’u= " tdu = %/ (1+v)°v~ 2 v = %B (f%, -0+ %) ,
0

Yy—>—+00 0

where in the second equality we perform the change of variable v = xu? and in the third one we use (45).
Note at this point that the function of the right hand side is meromorphic on  because 1/T" is entire and

B(z,w) = FIS(ZZ)ESU“;) We claim that the function on the left hand side is also meromorphic on 2. To show

this we work first on QN {a ¢ Z>o} because in doing so we can apply assertion (b) of Theorem A.5 with
any k > « to obtain

k—1

n=2 .}z °+ / " () ~ T hw)
-1 z)(()) 1 . du y du y . du
Zl(l_a)y +/0 (h(u) — Ty h(U))W +/1 h(w) —/1 Ty h(u)

(l)() k1 " ﬂ Y udiu
o) /O(h(u) T3 b ))uaﬂJr/1 M) s

. Y
= h(a, 1;0, k) + / (1 + ru?)’u=*"du.
1

a-&

M

>
Il
(S ]

<
Il
o

Here we denote Oflh(y; 8, k) = h{)(y) for shortness. Consequently, since 26 < a,

+oo
lim y~“h(a,y; 8, k) = h(a,1;8,K) + / (1 + wu)u="1du
y——+oo L
. 1
= h(av 1; 67 "i) + Hé/ (1 + H_l’uz)éya_ms_ldv
0
= h(a,1;0, k) + K1(26 — o, 156,57 1),
where in the second equality we make the change of variable v = 1/u and in the last one we apply (b) in
Theorem A.5 with k = 0. By (¢) in Theorem A.5 the second summand is analytic on €2, whereas the first

one is meromorphic on 2. This shows the validity of the claim and so the result follows by applying the
real version of Lemma B.1.

o7



In order to prove (b) we fix J, v and x and apply (b) in Theorem A.5 to the function y — g(y; d,7v; ).
Then, taking any k € N with & > o and setting 9, g(y; d, v;z) = g (y) for shortness, we get
lim G(a,y)
r=0

o (2 g0 . j du
St fem )

1 k— (r) k—1 (r)
+ﬁ (1 —u)’ (1 — zu) u=* tdu — g0 /é ur_a% + ; T'g(&(l — 27T

| —
1 — (r—a)
1

=2%G(a,1/2;6,v;z) + /2 71— z(1—s)77(1 —s) " ds
0

o =5 200 [ 200,
ys1-71 0 pl(r — a) uott

”ME\/

—

N _ o 1 T
=299 (a, 1/2;6,7;2) +27°(1 —2)77¢ <—5,§;—ow; ﬁ>

where in the last equality we use (b) in Theorem A.5 with £ = 0 and also take § > 0 into account. Thus,
by applying (¢) in Theorem A.5 to each summand in the last expression, this shows that the function

(v, 0,2) = lim g(e, y;6,7; )
y—1

is meromorphic on the open connected set Q:= R? x (0,+00) x (—00,1). Note also that if we consider
parameter values in V:= QN {a <0} N{d > 0} then

y—1-

1
lim g(a,y;0,v;2) = / (1 —w)’ (1 — 2u)Yu Ydu = B(—a, 0)2 F1 (v, —; 6 — a; ),
0

where in the first equality we apply (b) in Theorem A.5 with & = 0 and in the second one we use Euler’s
integral representation (48). We have just proved that the left hand side expression is a meromorphic

function on . Furthermore, by applying Lemma B.2 and taking B(—«, §) = % into account, we can
assert that the right hand side is also a a meromorphic function on ). In view of this the identity in (b) for
the parameters under consideration follows by applying the real version of Lemma B.1. |

It is worth to point out that the application of (b) in Proposition B.3 provides integral representations
of the hypergeometric function in a range of parameters not covered by Euler’s formula (48). Indeed, by
applying also (b) in Theorem A.5 with any k& > « we get

k—1

_ e S ) — 9(7')(0) ! —a—1 5— L g
B(—a,8)2Fi (v, —a;6 — a;2) = r!(r—a)+/0t ((1 t) go )

r=0

which holds for any § > 0, v € R and a € R\ Zs, where g(t) = (1 —)°~1(1 — 2t)~7. We stress that (48)
gives an integral representation for o F (v, —a; 6 — ; 2) only in case that 6 > 0 and o < 0.

C A technical result for the proof of Proposition 3.3

Proposition C.1. The function

®(a,b) = B(1 —a,~2)2F (=3 —a,=3; =1 — a;—b) —4B(1 — &, 1), Fy (=1 — &,

N[
N[
N[
=
=

is strictly positive for all a,b € (0,1).
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Proof. In what follows given a smooth function of several variables ¢ (u) with u = (u1,uz,...,u,) € R™,
for each fixed i € {1,2,...,n} and m € N we denote by T"_y1)(u) the m-th order Taylor polynomial of

u; = P(u) at u; =0, e, T_g(u) = >0 & g,:,? o uf. Setting P(a,b):= Tj>_,®(a,b) we claim that

the following inequalities hold:
(i) ®(a,b) = P(a,b) for all a,b € (0,1), and
(i7) P(a,b) > 0 for all a,b € (0,1).

It is clear that the result will follow once we prove this. For this purpose our first task will be to express
the function ® in terms of a definite integral and to this end we define

®y(a,b):=B(-3,1—a)sFi(-3—a,—3;—% —a;-b)
and
Ba(0,0):=B(-}, 1~ $hF(-1 - §.-k} — 5 b)

so that, taking B(z,y) = B(y, ) into account, & = ®; — 4®5. Then by applying (b) in Proposition B.3
with {a = %,6 =1-a,y = —-3—a,x = —b} we can assert that ®1(a,b) = lim, ,1- §1(2,y;a,b) where
g1(y;a,b):= (1 —y)~*(1 + by)**t*. Next we apply (b) in Theorem A.5 taking {f = g1, = 5,k = 2,2 =1}
to obtain that

1
®1(a,b) = lim 91(3/2,y;a,b) = 2Ky +/ (91(s) = r1(s))s~3ds
y—1= 0

1 5
= /0 (g1(s) —ri(s) + msz)s—%ds,

where k1 = —% — & and ri(s;a,b) = 1 + ks with &:= (3 + a)b + a. Similarly by (b) in Proposition B.3
with {a = %,5 =1-%,v=—-1-$%,x = —b} we obtain that ®3(a,b) = lim, ;- G2(%,y;a,b) where
92(y;a,b):= (1 —y) "2 (1 + by)'T2. Next we apply (b) in Theorem A.5 with {f = g2, a = 5,k = 2,2 =1}
to get that
! 3
Py (a,b) = linlfl 92(1/2,y;a,b) = 2K9 +/ (92(s) —ra(s))s™2ds
y—1- 0
1
= / (5g2(s) — sra(s) + I€282)8_gd8,
0
where ko = —1 + & and r2(s;a,b) = 1 4+ ks. Accordingly an easy computation yields
1
®(a,b) = ®1(a,b) — 4Po(a,b) = / h(s;a,b)sfgds,
0
where

h(s;a,b):= (1 4+ bs)3 (1 —5)7% —4s(1+bs)'T2(1 —s)"% —14 (4 —R)s + (11/3 — &)s?
and consequently

1
P(a,b) = T2_,®(a,b) = /O ho(s;a,b)s™2ds where hg:= T2_,h.

On account of this definition and the fact that if % =0 then T)"_ (o)) = T _o (1)), we get

1 1 . _ .
®(a,b) — P(a,b) = / (h(s;a,b) — ho(s;a,b))s™ 2ds = / g(sia,b) 90(;‘37 a,b) ds,
0 0 (1—s)esz
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where
g(s;a,0):= (14 bs)>T? — 4s(1 — 5)2 (1 4 bs)' T2 and go:= T 9.

Therefore the assertion in (7) will follow once we prove that g(z;a,b) > go(x;a,b) for all a,b,z € (0,1). As
a first step to this aim let us prove that, setting
Ua,y) = (1+y)*T* —4(1+ )% and lo:= T}y,
then
g(x;a,b) — go(x;a,b) = £(a,bx) — Ly(a,bx) for all a,b,z € (0,1).
In order to show this we note that

g(w;a,b) = go(5a,b) = (14 bx)’** = Tj (1 + bar)>+*
—dz(1—x)% (1+ b)'TE — TP (1 + bx)”g)
> (1+bx)* ™ — T2 g(1+b2)® —4 (1 +bx)' T2 — T2 (1 + bz)'T2)

because z(1 — )2 < 1 and, thanks to the remainder’s formula in Taylor’s Theorem, one can easily verify
that (1+y)" — T;2(1 +y)" > 0 for any m odd and 5 € (1,2). It is clear then that a sufficient condition
for the inequality in (¢) to hold is that £(a,y) — €o(a,y) > 0 for all a,y € (0,1). In order to show that this
is indeed true we note that, by the remainder’s formula in Taylor’s Theorem again,

9, (a, yo)

' y* for some yo € (0,7),

f(a7 y) - gO(a7 y) = 41

and consequently it suffices to verify that
yl(a,y) = (a+3)(a+2)(a+1)a(l+y)* ' —f(a+2)ala—1)(a—4)(1+y)2 3 >0

for all a,y € (0,1). This inequality is equivalent to (1 + y)>*% > %%7 which is obviously true due
to(14+9)*ts >1> i% for all a,y > 0. This proves the first assertion of the claim.

We now turn to the proof of the inequality in (i7). On account of the definition of the Gauss hypergeo-
metric function, see (47), together with the definition of the function ®(a,b) given in the statement it easily

follows that

P(a,b) = Ty ®(a,b) = po(a) — pr(a)b + pa(a)b? — p3(a)b’

with

pnla):= WB(l—a,—3> —4%‘]3(1—‘2‘,—;). (49)

Observe that P(a,b) is a polynomial in b for each fixed a. In order to prove the inequality in (ii) we
consider P(a, -) as a polynomial family depending on a parameter a € (0,1). In doing so it is clear that
the following three conditions imply that the number of zeros of b +— P(a,b) on the interval (0, 1), counted
with multiplicities, is the same for all a € (0,1):

(a) P(a,0) > 0 for all a € (0,1),
(b) P(a,1) >0 for all a € (0,1) and
(¢) DiscrimyP(a,b) # 0 for all a € (0,1).
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Since one can readily show that, for instance, P(3,b) > 0 for all b € (0,1), it is clear that (ii) will follow
once we prove that these three conditions are true. This constitutes our next task. In order to prove the
inequality in (a) we first note that, from (46),

3 a 1 r(1—
P(a,0) = —B(1-a,-2)—4aB(1-2% 2} =
(a7 0) pO(a) < a, 2) ( 2’ 2> 8\/77— (P(; —
where we use that I'(3) = /7 and I'(z + 1) = zI'(z), see [1, §6.1]. Taking this into account, the fact that

P(a,0) > 0 for all a € [1,1) is clear because I'(z) is negative for z € (—1,0) and positive for z > 0 and

lim, ﬁ =0, see [1, §6.1] again. To show that this is also true for a € (0, 1) we use that then

3)_a+§Fﬂ—@)
5 6 Tz-a)’

N1-¢) T(l—a) _a+30(1—a)

T _ay ~ T(1 > 1 :

The second inequality above is obvious whereas the first one follows noting that z — 15 ((i:?) is positive and
2
/
decreasing on (0, 1). In its turn this is true due to (log 11:((113) =U(1-2)—¥(1-2) <Oforallze(0,3)
2
since thedigamma function
I(2) by gzt
U(z):= =— —d 50
)= ==+ | s (50)

is a well defined monotonous increasing function for z > 0, see [1, §6.3]. Here v ~ 0.577 is the Euler-
Mascheroni constant. This proves the validity of the inequality in (a).

Let us turn next to the proof of the assertion with regard to P(a,1). To this end, for the sake of
convenience, we introduce the function

Flaye 3 (@ Dle=3)@=5)Bl-a—3)  I*(;-3)
16 (2a—3)(da>—1) B(1-%,-1) 2070 (3 —a)’

)

where the identity follows using the so called duplication formula for T', see [1, §6.1.18]. This function will
enable us to write P(a,1) = po(a) — p1(a) + p2(a) — p3(a) in a more convenient form taking advantage
of the fact that each p,(a) is linear in B(1 —a,—3) and B(1 — %,—3), see (49). In doing so, some easy
computations using a symbolic manipulator (see [21] for instance) show that

wl) = 40a(a +2)(3a — 5) a1 2 — ala
P ) = =L~ 53 (Pl - s),

where

(23a —94)(a — 1)(a — 3)(a — 4)(a — 5)

9la):= 160(3a — 5)(a + 2)
. a1\ _ _2y/ar(1-%) . . . . .
Thus, since B(1 - %,-3) = “F_sy Is negative for all a € (0,1), the assertion in (b) will follow once
2 2

we prove that F(a) > g(a) for all a € (0,1). As an intermediate step to this end we claim that if @ € (0,1)
then F(a) > 0, F'(a) < 0 and F"(a) > 0. The first inequality is clear from (51) because I'(z) > 0 for all
z > 0. The second inequality is also easy because some computations show that

F'(a)
F(a)

and, on the other hand, h(a) > 0 for all @ € (0,1) due to ¥'(z) > 0 for z > 0. Finally, in order to show the
third inequality we first note that

= —(h(a) + In2) with h(a):= ¥(7/2 —a/2) — ¥(5/2 — a)

F// (a)

2 /
Fa) = (h(a) +1log2)” — h'(a).

61



0 T T T T |
0.2 0.4 0.6 0.8 \l

a

Figure 10: The graphs of the transcendental function F'(a) in blue, its
tangent lines £y(a) and ¢1(a) at @ = 0 and a = 1, respectively, in black
and the rational function g(a) in red.

Furthermore, due to 227% > z3-% > 277255 for all # € (0,1) and a > 0, from (50) it turns out that
R (a) = (~1/2)" ¥ (7/2 — a/2) — (-1)" ¥ (5/2 — a)

1
a\ (—1 "
= / (m%ﬂ” — 27":&75) (107gx)d$ > 0 for all n € Z>y.
0 —
Hence h(™) is increasing on (0, +00) for all n € Z>o and, consequently, (™ (1) > h(™(a) > h(™(0) for all
a € (0,1). Thus if a € (0,1) then

F"(a) 2 2 > 27 b5p2
h log2)” — W (1) = | = +1log?2 220 ~046.
F(a)>((0)+og) (1) (5+og>+8 T3 ~ 046

Accordingly, F”"(a) > 0 for all a € (0,1) and this concludes the proof of the claim. We proceed now with
the proof of (b), which let us recall that it will follow once we prove that F(a) > g(a) for all a € (0,1). With
this aim in view we take the tangent lines to the graph of F' at « = 0 and a = 1, that are given by

lo(a) = % — (% + I—glogQ)a and ¢4(a) = % + %(1 —6log2)(a—1),

respectively, see Figure 10. Since F' is convex, in order to show that F'(a) > g(a) for all a € (0, 1), it suffices
to verify that max{¢y(a),?¢1(a)} > g(a) for all a € (0,1). To see this we consider the unique solution of
£o(a) = £1(a), which one can check that it is given by

751 — 32 — 1921og 2

=a:= ~ 045
T T (75 —192)log 2 + 307 + 32
One can also verify that, for ¢ = 0,1, £;(a) — g(a) = m with

po(a)=23a® — 393a* + (3479 + 225010g 2) a® + (—9957 + 75010g 2) a?
+ (7688 — 750010g 2) a + 1860
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and

p1(a)=23ma® — 393ma* + (=960 + 25797 4 57601og 2) a® — (80077 + 1280 + 38401log 2) a?
+ (114387 + 2880 — 211201og 2) a + 3200 — 56407 + 19200 log 2.

By applying Sturm’s Theorem we can assert that po is positive on (0,0.46) and that p; is positive on
(0.44,1), which imply that max{¢y(a),¢1(a)} > g(a) for all a € (0,1) as desired. This proves (b).

Our last task is to prove the assertion in (¢). To this end we use a symbolic manipulator in order to
show that

—2(a+2)B(1-%,-1
5

Discrimy P(a, b) = 3((a—1)(a—3)(a —

,%(a, F(a))7
where

Z(a,t) = — 16384(2a — 1)(8a’® + 36a° — 126a* — 413a® + 429a* + 576a — 512)(a + 3)*(2a — 3)*¢*
+3072(a — 1)(a — 3)(a — 5)(2a — 3)(a + 3)(48a® + 252a” — 19044’ — 23054° + 11568a*
— 2566a” — 14160a® — 2784a + 11520)t* — 24a(a + 2)(768a° — 7808a® + 3616a"
+ 135520a° — 221032a° — 557976a" + 8236854 + 1082256a> — 894960a
—915840)(a — 5)%(a — 1)*(a — 3)*t*> — 4(a — 4)(a + 2)(320a® — 1400a” + 1830a° — 5491a°
+ 4678a" + 32889a” — 4482a” — 47520a — 64800) (a — 1)*(a — 3)*(a — 5)*¢
+ 15a(a — 2)(a — 4)(a + 2)(5a* — 150> — 502 + 27a + 36)(a — 1)*(a — 3)°(a — 5)°.

Let us mention that in order to ease this computation and introduce F we use that the coefficients of
P(a,b) = po(a) — p1(a)b+ pa(a)b? — p3(a)b®, see (49), are linear in B(1 — a,—2) and B(1 — %, —1) and that,
on the other hand, the discriminant of a third degree polynomial is a homogeneous polynomial of degree 4
in its coefficients. On account of the above expression it is clear that (¢) will follow once we prove that
%(a, F(a)) # 0 for all a € (0,1). To this end we note that F(0) = %2 and F(1) = 2. Therefore, see Figure 10,
the graph ¢t = F(a) for a € (0,1) verifies max{¢y(a), 2} < F(a) < T2 because we previously proved that
F' < 0 and F” > 0 on the interval (0,1). Accordingly it suffices to show that Z(a,t) # 0 for all (a,t)
inside the trapezium given by max{fo(a), 2} <t < 72 and a € (0,1). We will prove this taking ¢ € (£, 13)
as a fixed parameter and showing that the polynomial a ~ %(a,t) has not any root on (¢, '(t),1), where

() = %. To this effect we show first that % (%, t), Z(1,t) and Discrim,%(a,t) do not

vanish for all ¢ € (£, 75). This implies that the number of roots of %(a,t) = 0 on (¢;*(t),1) does not

' 16
change for t € (%7 %) Taking this into account the desired result follows by checking, for instance, that

this number is zero for t = 2 € (%7 %) All these assertions can be checked systematically by applying
Sturm’s Theorem because only one variable polynomials are involved. This shows the validity of (¢) and so

the inequality in (¢4) is true. This concludes the proof of the result. |
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