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ABSTRACT. In this paper it is shown that for any measure p in R? and for a non-integer

~ (p(Bla,r)\* dr
0 < s < d, the Wolff energy =22 ) —du(z) is comparable to
0 r

rs

//0“’ (M(Bif,r)) _ M(B(éi’)fr))f %d,u(q;),

unlike in the case when s is an integer. We also study the relation with the L?—norm of
s-Riesz transforms, 0 < s < 1, and we provide a counterexample in the integer case.

1. INTRODUCTION

Let 11 be a Radon measure in R%. Given z € RY, r > 0 and s > 0, we set

s _ wB(z,r)  w(B(z,2r))
(1.1) AH(LU,T) = e — OBE

The main result of this paper shows the comparability between the squared L?(p)—norm
of a square function involving the difference of densities (1.1) and the Wolff energy of the
measure p, for measures g in R? and non-integer s, 0 < s < d. Before stating precisely
the theorem, we need to introduce some notation.

Let 0,(B(z,7)) be the average s-dimensional density of u on B(z,r), that is

w(B(x,r))

TS

0,(B(x,r)) =

9

so that
A‘;(:E, r) = QZ(B(:E,T‘)) — GZ(B(x, 2r)).
2

For 0 < s < d, we consider the following Wolff potential (with indices Z(d — s), 3) of a
positive Radon measure p:

[e’e) 2
» [ (u(Bla,r)\ dr .
W%(d—s)%(x) B /0 < rs o E€ R
and its Wolff energy,
T
[ W s@duto)
Our main result reads as follows:
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Theorem 1.1. Let i be a Radon measure on R? and 0 < s < d be non-integer. Then

(1.2) / A5 (z,7) —du /W“ ) s (x) du(z).

’2

The notation A ~ B means that there is an absolute constant ¢ > 0, depending on d
and s at most, such that ¢ 714 < B < cA.

For integer 0 < s < d, the estimate (1.2) is not true. In Section 4 we give a counterex-
ample of this fact for s = 1. This is connected to the well known theorem of Marstrand
[M], which asserts that for s > 0, given a Radon measure x on R? such that the density
lim, 0 0;,(B(z,7)) exists and is positive and finite in a set of positive ;1 measure, s must
be an integer.

In the context of integer s, there are also results relating rectifiability and the kind of
square functions appearing in the left hand side of (1.2). In [TTo| it is shown that,
for Radon measures g in RY with p-almost everywhere positive and finite lower and
upper s-dimensional densities (s € N here) the fact that p is s-rectifiable is equiva-
lent to the p—almost everywhere finiteness of fol AZ(.’L‘,T‘)Q % and also to the fact that
lim, g AZ(HZ, r) = 0 p-almost everywhere. It is worth also saying that the first just men-
tioned equivalence from [TTo] is a pointwise version of a previous result in [CGLT], which
characterizes the so called uniform rectifiability. In fact, in [CGLT, Lemma 3.1] a blow up
argument is used, which turns to be one of the main ingredients in the proof of Theorem
1.1 (see Lemma 2.5).

Theorem 1.1 answers a question of F. Nazarov (private communication), motivated by
an open problem concerning the comparability between the Wolff energy of a measure
in R? and the squared L?(u)—norm of the s-Riesz transform with respect to j, for non-
integer 0 < s < d. To state the problem in detail, we need to introduce some additional
notation and background. For 0 < s < d, consider the signed vector valued Riesz kernels

Ks(z) = zeRY x#£0.

xr
‘x|1+s’

The s-Riesz transform of a real Radon measure 1 with compact support is

~ [ K= 2)duty)

whenever the integral makes sense. To avoid delicate problems with convergence, one
considers the truncated s—Riesz transform of p, which is defined as

Rip(z) = /| | K*(y — x)du(y), =€ R &> 0.
Yy—x|>€

One says that R®yu is bounded in L?() if the truncated Riesz transforms RSy are bounded
in L?(y) uniformly in e.

It was shown in [MPV] that given a finite Radon measure p in R? with growth s,
0 < s < 1, that is, u satisfying u(B(z,r)) < ¢,r® for all z € R, r > 0 and some constant
¢y > 0, one has

(1.3) /W” x)du(x) ~ Sup/ |REp(x)Pdu(z), 0<s<l.
’2

It is known that for the positive integers s this comparability is false, while for non-
integer s € (1,d) it is an open problem to prove (or disprove) it. There are some (very)
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partial results in this direction. In [ENV] it is shown that for non-integer 1 < s < d, the
Wolff energy controls the L?-norm of the s-Riesz transform; in [JNV] it is proved that
for s € (d —1,d), d > 2, boundedness of the s-Riesz transform of y implies p-almost
everywhere finiteness of a non-linear potential of exponential type. In the special case of
measures supported on Cantor type sets, the comparability (1.3) has been proven for all
0 < s < d (see [T2] and [RT]). Since the square function on the left hand side of (1.2)
has a cancellative nature while the Wolff potential does not, one could think of Theorem
1.1 as being, in a sense, an intermediate stage towards the proof of (1.3) for non-integer
1 < s < d, since the s-Riesz transform also has an analogous cancellative nature.

The plan of the paper is the following. In Section 2 we prove Theorem 1.1. Section
3 is devoted to the study of the relation between the L?-norm of the s-Riesz transform,
the Wolff energy and the square function on the left hand side of (1.2), for 0 < s < 1.
For integer s, a counterexample to Theorem 1.1 is given in the final section. In this
counterexample, we construct a measure with linear growth and infinite Wolff energy for

which the L?(u)-norm of the 1-Riesz transform with respect to y is finite and much bigger
o0

d
than //0 A}l(w,r)di,u(x).

Throughout the paper, the letters ¢, C' will stand for absolute constants (which may
depend on d and s) that may change at different occurrences.

2. DENSITIES AND WOLFF POTENTIALS

The aim of this section is to prove our main result, Theorem 1.1. Its proof follows easily
once we have at our disposal the following proposition.

Proposition 2.1. Let ju be a Radon measure on R? and s positive and non-integer. There
exists some 0 € (0,1) such that for every open ball By C RY of radius T,

7o dr
/’ ‘/ A3 ()2 dpa() > e(8) 0%,(Bo)? u(By),
org 6~ 1By r

for some constant c(9).

Proof of Theorem 1.1. It is enough to prove that

(2.1) / A (@, 7)? 7d,,b /W“ (@) dp(a),

since the remaining inequality is immediate.

Let D denote the usual lattice of dyadic cubes of R?, and let D, C D,k € Z, be the
subfamily of the dyadic cubes with side length 27%. For Q € D, let Bg = B(zg, diam(Q))
where z¢ is the center of (). Using Proposition 2.1 one easily sees that

[y s @ duta) < ZQ&%) < 3 6:(Bo)*u(Ba).

(2.2) QeD 1 QED
6~ diam(Q dr
< Z/ / A (P dp)
QeD 0 diam(Q Bg
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for some 6 € (0,1). Given k € Z the family of balls {§~'Bg}gep, has finite overlap (which
depends only on § and on the ambient dimension d). Therefore using (2.2) we get,

[t @Y S [

2 keZ QeD, Y9 Ba

§~tVd2k
/ / Aj(x )2 2dr — dp(x)
5vd r

kEZ

s T
5/ Aﬂ(x,r)27 dp(z).
0

§+/d2k

g

Before providing the proof of Proposition 2.1 we need some auxiliary results and addi-
tional notation. For any Borel function ¢ : [0, 00) — R let

o) = tlsso (%) , t>0,

and define
B plast) = [ (ally =) = eally — ) o),
whenever the integral makes sense.

Lemma 2.2. Let ¢ : [0,00) = R be a C*™ function supported in [0, 2] which is constant in
[0,1/2]. Let x € R? and 0 < ry < ry. Then

2 dr 2ra dr
A% (x,r)| — gc/ A% (x,7)] —,
J R e R

where ¢ depends only on .

Proof. This follows by writing ¢ as a suitable convex combination of functions of the form
X[o,r]- For completeness we show the details. For ¢ > 0 and R > 0, we write

1 t\ < 1 ,/r
ik <R> = _/0 ol ¥ (E> X[o,r] (t) dr

so that, by Fubini and changing variables,

s * 1 r
e B) == | s @ () Xl D ey dr

+ [ ¢ (57) xoal- D < o) dr

1

(2.3) .
— [7 o (e voem1 Do)~ s v (1D (o)) a

2

_ / 15 (1) A (a, tR) dt,
1/2
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taking into account that ¢’ is supported on [1/2,2] in the last identity. As a consequence
we get

2
A < [ oo

2 2r
< / A3 (o, tr) | di = / A3 (2, u) 2.
/2 1 /2

/2 r r

Thus
"2 dr r2 2w dr 2ra du
A < A du L < A o,
[ [ et s [ sl
O

Remark 2.3. Notice that if ¢ : [0,00) — R is a smooth function vanishing at infinity, then
as in (2.3) we get

A7 o(z, R) = —/0 @' (t) A, (2, tR) dt.

Lemma 2.4. Let s be positive and non-integer and let i be a non-zero Radon measure in
R%. Then AZ(zo,m0) # 0 for some xg € supp(p) and ro > 0.

Proof. By way of contradiction suppose that Aj(z,r) = 0 for all z € supp(u) and all
r > 0. We will first show that in that case the measure p is s-AD regular and we will then
proceed as in the proof of [CGLT, Lemma 3.9]. Recall that y is called s-Ahlfors-David
regular, or s-AD regular, if for some constant ¢, > 0,

c,:lrs < p(B(z,r)) < cyr® for all z € supp(p), 0 < r < diam(supp(p)).

To prove the s-AD-regularity of p, assume for simplicity that 0 € supppu. Since
A5 (0,7) = 0 for all » > 0, we deduce that u(B(0,2")) = 2" u(B(0,1)) for all n > 1.
For = € supp(p) N B(0,2"~1) and any integer m < n, using now that Aj(x,r) = 0 for all
r > 0, we infer that pu(B(z,2™)) = 2073y (B(z,2")). Since B(0,2"!) ¢ B(xz,2") C
B(0,2"*1), we have

207 D5(B(0, 1)) < p(B(x,2")) < 20Du(B(0, 1)),
Thus
€02 < p(B(x,27)) < o 2,
with ¢o = p(B(0,1)). Since n can be taken arbitrarily large and the preceding estimate
holds for all m < n, the s—AD regularity of p follows.

Let o(u) = e, uw > 0. Then by Remark 2.3 it follows that Aj, s(z,r) = 0 for all

x € supp(p) and for all » > 0. This is equivalent to
Or % :U(x) — Qo * ,U'(x) =0

for all z € supp(u) and for all r > 0, where ¢ : R? — R is defined by ¢(y) = e v*. In
particular

(2.4) Dok * () — Pk * p(z) =0 for all £ > 0 and all = € supp(u).
Now consider the function F : R? — R given by

Fla) = 302 (6500 () — e ()

k>0
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Taking into account that o * p1(x) — dor * u(z)| < ¢ for all z € R? and k € N, it is clear
that F(x) < oo for all z € R%, and so F is well defined. Moreover, by (2.4) we have F = 0

on supp(p).
Now we claim that F(z) > 0 for all 2 € R?\ supp(). Indeed, it follows easily that

Jm gy () =0 for all 2 € RY\ supp(p),
—00

while, by the s-AD-regularity of p,

lim inf ¢or * p(z) > ccyt for all z € R,
k—o0

Thus if 2 € R?\ supp(i) we have ¢g—i * pu(x) — ¢or * pu(z) # 0 for all large enough
k > 0, which implies that F(xz) > 0 and proves our claim. We have thus shown that
supp(u) = F~1(0).

Next we will prove that the zero set of F' is a real analytic variety. It is enough to check
that ¢g—r * 1t — @or * 1 is a real analytic function for each k£ > 0, because the zero set of
a real analytic function is a real analytic variety and the intersection of any family of real
analytic varieties is again a real analytic variety; see [Na]. So it is enough to show that
¢r % p is a real analytic function for every r > 0. To this end, we consider the function
f: C% — C defined by

d
f(z1,.02q) = ri” /exp <—7“_2 Z(yl - z2)2> du(y).

=1

It is easy to check that f is well defined and holomorphic in the whole C% and thus
¢r * = f|pa is real analytic.

Therefore we have shown that supp(u) is an analytic variety, in particular this implies
that supp(u) has Hausdorff dimension n for some n € N. Since p is s-AD regular, supp(u)
has non-integer Hausdorff dimension and we have thus reached a contradiction. O

The following blow-up lemma is essential for the proof of Proposition 2.1. The proof is
inspired by the proof of [CGLT, Lemma 3.1]

Lemma 2.5. Let u be a Radon measure in R and s be positive and non-integer. If
1< u(B(0,1)) < u(B(0,2)) < 2%F2
then there exists d > 0 such that

51
/ / IASIT)\du() > 512,
xGBOé

Proof. By way of contradiction suppose that for each m > 1 there exists a Radon measure
pim such that 1 < i, (B(0,1)) < 1, (B(0,2)) < 2572 which satisfies

dr 1
2.5 A dppm(z) — < .
( ) //m /xGB(O m) ,u, x T)’ a ( ) r = mb/?

We will first show that the sequence {um,} has a subsequence {im;} which converges
weakly * (i.e. when tested against compactly supported continuous functions) to a measure
. This follows from [Ma, Theorem 1.23] once we show that p,, is uniformly bounded on
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compact sets. That is, for any compact K C R?, sup,, pm(K) < co. To prove this, for
n>4,1/4<r<1/2, and x € B(0,1), we write

Mm(B(0>2n73)) o (B(, 2"7) s k—1 (B (2, 7))
o S T s ZIA 2,247 Ir)| 4 FEE

<37 1AL (227 + 4 i (B(0.2).
k=1
Integrating this estimate with respect to u,, on B(0,1) and with respect to r € [1/4,1/2],
using (2.5) for m big enough we obtain

(B(O gn— 3 <2n+2 [Z

< c(n),

which proves the uniform boundedness of u,, on compact sets.

Our next objective consists in proving that that A (z,r) = 0 for all € supp(u) and
all » > 0. Once this is done, the proof of the lemma would follow from Lemma 2.4 since
it is easy to check that p(B(0,1)) > 1, and thus u is not identically zero.

To prove that AZ(Q?,T) vanishes identically on supp u for all > 0, we will show first
that, given any C* function ¢ : [0,00) — R which is supported in [0, 2] and constant in
[0,1/2], we have

(2.6) //xewm m|du()‘i’":o.

The proof of this fact is elementary. Fix mg and let n > 0. Set K = [2/mq, mo/2] x
B(0,mg). Now {y — ¢i(Jx —y|) — p2(|z — y|), (t,z) € K} is an equicontinuous family
of continuous functions supported inside a fixed compact set. Hence setting, ¢(z) =
o(|z]), z € R, we get that (¢, — ¢oy) * pm; () converges to (¢ — ¢a¢) * pu(x) uniformly on
K. It therefore follows that

J[ 185w tidn@ % = [[ 160 o) ptalau@) 7
dt

mo/2
= hm/ / B |(¢t - ¢2t> * fm; (fﬂ)\dﬂmj (x)i
J zeB(0,mo) t

2/mo

2 T
log2/ /01‘As (2, 2"717) |dpim )d +4°um(B(0,2))

! [ 185 e 01% i, 0
= lim b ol@ )| — dpy, (z
7 JxeB(0,mo) J2/mo Hm»® t !

mo dt
< lim [ 185, @ Bl ()5 =0
i JaeBOmo) Jime T t

by Lemma 2.2 and (2.5). Since this holds for any mg > 1, our claim (2.6) is proved.
Denote by G the subset of those points x € supp(u) such that

s dr
/0 85 T =0

It is clear now that G has full y-measure. By continuity, it follows that A} (z,7) = 0
for all x € suppp and all 7 > 0. Finally, by taking a suitable sequence of C* functions
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@) which converge to x[o,;) we infer that Aj(z,r) = 0 for all x € suppu and r > 0. By
Lemma 2.4, this is impossible. O

By renormalizing the preceding lemma we get:

Lemma 2.6. Let 1 be a Radon measure in Rfl and let By C R be some open ball of radius
ro such that 0 < u(Bo) < u(2Bo) < 25572 u(By). There exists § > 0 such that

5717‘0
/ / A (,r) | dp( )d > g1/2 HB0)” w(Bo)*
g 2€6— 1By e

Proof. Let T : R — R be an affine transformation which maps By to B(0,1). Con-

sider the measure o = m Ty, where as usual Tyu(E) := u(T~1(E)), and apply the

preceding lemma to o. O
We can now complete the proof of Proposition 2.1.

Proof of Proposition 2.1. Let By be an open ball of radius rg such that u(By) > 0. Let
§ € (0,1) to be fixed below and let k = k() be such that 27% < § < 27F+1 If

2k+2

/ / 3 ()
2—k—=2pq J2k+2B,

we are done. Otherwise, there exists some x € By such that

dr
> 6407 (Bo)” u(Bo)

2k+2p,

dr
s 2 4 ns 2
(2.7) /2 A, r)? < 254 603(Bo)”.

—k—2p,

Notice also that after changing variables, for any n € Z, we have

s n o dr 2"ro dr
Au(x,Q r)Q— :/2 A#(a: 7')2 .

0o

7‘0/2 r "_11”0
Therefore
2k+2 k+2
dr dr
2.8 / As:cr2 / E Asx2"2
( ) 27]“727'0 ( 7‘0/2 ) r

Using (2.7), (2.8) and applying Chebyshev’s inequality with respect to the measure dt/t
we find some t € [rg/2, 9] such that

k+2 54
> As(@,2')’ < E.98(180) .
n=—k—1
In particular,
At (e 27y < 2 4o By
pAT = Jlog2 *

forn=—-k—1,...,k+ 2. This implies that

p(B(z,2"3))  p(B(x,t))
(2k+3t)s ts

< A(k+2)(27"205(Bo) < 05(Bo).
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Therefore,

/1,(2(5_130) 35M(B(1I,2k+3t)) 3s M(B((L‘ t)) s ns 5s+1ps

2o Ty =2 @y <2\ e T2 0ER) ) <2765,
and so
(2.9) (2071 By)) < 2551 575 1u(2By).

In the same way (in fact, just setting 6 = 1/2) one easily deduces that
1(4By) < 2°5721(2By).

Therefore we can apply Lemma 2.6 to 2By and obtain

26~ 1 r
2B
(2.10) / / A8 (2, 7)) dp(a )d 5 5172 H(2Bo)*
20 1o €25~ 1By (QTO)

By Cauchy-Schwartz and (2.10), it follows that

26~ r 4
dr /J(2B())

2071 By) log(s / / A (z,r)*dp >0 .
a 21y Jre25-1B, o) duta) - r (2rg)?s

Finally using (2.9) we have,

261 ; 0 § 55+1 2
A8 (x,r)* du(z) — 22— 0°(B, B,
/5T0 AGQ(; 1Bg “( ) M( ) r 10g(5*2) H( 0) /"[’( 0)

3. RELATIONSHIP WITH THE s-RIESZ TRANSFORM FOR (0 < s < 1

It was shown in [MPV] that for a finite Radon measure p in R?, we have

(3.1) sup/yRS x)[dp(x) /Wz(d o3 (@)dp(z).

e>0 2

In this section we extend this result to the case of non-finite Radon measures. In part, our
motivation stems from the counterexample that we will construct in Section 4 for the case
s = 1, which consists of a non-finite Radon measure for which the squared L?(u)-norm of
the 1-Riesz transform of 4 is not comparable to [ Al (z,r)? ©du(z).

The next proposition is stated in terms of the doubly truncated Riesz transform of p.
Given 0 < €1 < g9, this is defined as

R (1)) = / LK)
e1<|y—z|<e2

Proposition 3.1. Let p be a Radon measure in R and 0 < s < 1. Then the following
statements hold:

(a) For every ey, g2 >0,

(32 1R @ Plute) < © [, @auta).
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(b) If u is such that lim mfM < 00, then

(33) [ s@in@ ¢ sw [ 1R )@ Pduta).

Remark 3.2. First, let us mention that it is easy to see that there exist non-finite measures
p with finite Wolff energy.
Second, notice that in general (3.3) does not hold without assuming the finiteness of

lim 1nf“(r(7)) Take for example p = ’H‘R, then by antisymmetry one has [|RS _(u)[*dp=

r—00

0, while [ VVz(d_S sdp = 00.
On the otﬁer har21d it is easy to check that

)3
(3.4) /Wg(d_ 9.3 Ydu(x) < oo = lim A(BO,1)° =0.

7—00 r2s

By combining Proposition 3.1 and Theorem 1.1 we get the following corollary

Corollary 3.3. Let i be a Radon measure in R? and let 0 < s < 1. If p is such that

hn_1>1nfM < 00, then
r—00

o0 dr
sup [ 182, (@) Pduta) = [ W, @)~ [ [ 85 duto),
€1,62>0 2 0 r

Before proving the proposition we need to recall the definition of balls with thin bound-
aries. Given t > 0, a ball B(xz,r) is said to have ¢-thin boundary (or just thin boundary)
if

n({y € B(z,2r) : dist(y, 0B(z,r)) < Ar}) <t Au(B(z,2r))

for all A > 0. The following result is well known. For the proof (with cubes instead of
balls) see Lemma 9.43 of [T3], for example.

Lemma 3.4. Let u be a Radon measure on R%. Let t be some constant big enough
(depending only on d). Let B(xz,r) C RY be any fived ball. Then there exists v’ € [r,2r]
such that the ball B(x,r") has t-thin boundary.

Now we turn to the proof of Proposition 3.1.

Proof of Proposition 3.1. If p is a compactly supported Radon measure and 0 < s < 1,
then by [MPV], for any r > 0,

/B( )|R61(XB(OT | dlu’ /WZ(d S § ,u’( )

0,r ’2

for all 1 > 0 and r > 0. Therefore,

[ IR @) $ [ 172, @dua)
B(O,’r‘o) 72

for any r9 < r and £1,e9 > 0. Since

lim [ RZ, o, (XBonm) (X)) = [RE, ¢, (1) (2)]

=00
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and for a fixed ro > 0 and = € B(0, 7o),

/L(B(O, ro + Eg))
7, 0(o)] < HEO

- CT07€1,€27

the dominated convergence theorem proves (3.2).
Now we deal with inequality (3.3). Clearly we may assume that

sup / RS () (@) 2du(z) < oo,
£1,€2

since otherwise the statement (b) is trivial. Using [MPV], given r > 0 and taking ey = 2r
we get

8)72 e1>0

W0 (@) du(e) < Sup/ B2, e, (XB(0.ny1) (@) Pdp(z)
B(0,r) 3 B(0,r)

= [ R (o) @)
€1>0JB(0,r)

(3.5)
< sup / RS, (1)) ()

e1>0

+ sup / IR, .. (XBoren) (@) dulz).
B(0,r)

e1>0
We claim that if B(0,r) has thin boundary, then
(3.6) |RZ, o (XB(o,r)e i) ()] S 07,(B(0,3r)) for eg = 2r and x € B(0, 7).

Assuming this for the moment, we get

/B(O )!Ril,az(xB(o,r)cM)(w)IQdu(x) < 6,(B(0,3r))* u(B(0, 7)),

and thus
XB(0,r)H <

I
Cswp [ 1B (@) Pduo) + 63(B(0,30)° w(B(0.30)).
2 1

By the assumption in (b), there exists a sequence r; — oo such that

sup HZ(B(x,rk))Q w(B(0,7y)) < oo.

By Lemma, 3.4, for each k there exists some 7, € [ Th, 3rk] such that the ball B(0,7) has
thin boundary. Since 0;,(B (7, 37%))? u(B(0, 37%)) S 0;,(B(x, 76))? u(B(0, 7)), from (3.7)
we deduce

< XB(0,7,) M s
[ W@ dute) £ s [ 1R 0(@) Pduta) + 6, (BO.0))? u(B(0.).
B(0,7,) -« ’ €2>e1>0

Letting £ — oo, we obtain

/W“ _g3@)du(z) S sup /|R51€2 z)2dp(z z) + lim inf

2 e2>e1>0

u(B0,1)*

r2s
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By the assumptions in (b) the right hand above is finite and thus [ Wg(d—s) 3 (x)dp(x) <
3 ’2

0o, which in turn implies that lim -+ M = 0 by (3.4). Hence the statement (b) of the

r—00
proposition follows from (3.8).

It remains to prove (3.6). For z € B(0,r) and €2 = 2r, we have

1
Rg ea\X r)ye )T S/ T s
1B, (xB0)o)(@)] B(osr)\B(Jr |y—33\s

< u(B r) N B(0,3r) \ B(0, 'r))
; (27Fr)s
Note now that if B(z,27%r) N B(0,3r) \ B(0,r) # @, then
B(z,27%r) N B(0,3r) c B(0,3r) N Uy—r+1(8B(0,7)),

du(y)

where Us(A) stands for the d-neighborhood of A. Thus, in any case we have
p(B(x,27%r) N B(0,3r) \ B(0,r)) < 2% u(B(0,3r)),
because B(0,7) has thin boundary. Therefore,
0,3
IR, @) 302 0= BB e g 50
k>1

as claimed. O

4. COUNTEREXAMPLE IN THE INTEGER CASE s =1

In this section we give an example of an infinite measure in the plane such that the
quantities

(4.1) /|R1 2)2du(z) /W (@), /Om A;(x,rf%du(x)

are not comparable, in contrast to the result stated in Corollary 3.3 for 0 < s < 1. Our
example consists of a measure p with linear growth (i.e. growth 1), infinite Wolff energy,
for which the squared L?(y)-norm of the 1-Riesz transform with respect to u is finite
and much bigger than [ A (x, )24 dp(x). We think that this fact is quite surprising,
because for general measures p with linear growth (i.e., with growth 1) in the complex
plane, it has been recently shown in [T4] that

/ |R xol?dp < Cu(Q) for every square Q C C
if and only if
d
/ / AXQM du( ) < C'u(Q) for every square @ C C.

Now we turn to the construction of the measure for our counterexample. Consider the
closed curve I', as in Figure 1, for 0 < a < /4. In particular, ', can be realized as the
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Ficure 1. The curve T',.

graph of the piecewise linear function f : R — R defined by
0 if x € (—o0,—1/2] U [1/2, 00),
f(x) =< tana(z+1/2) ifze (-1/2,0],
—tana (v —1/2) ifz € (0,1/2).

We set
o L§ = f((—00,1/2]),
o T = f[-1/2,0]),
o T3 = f([0, 1/2]),
o L§ = f([1/2,00)),
o I =T UTs.

We will show that, for the 1-dimensional Hausdorff measure u = H!|r,, the three
quantities in (4.1) are not comparable. Note that, strictly speaking, this fact cannot be
consider as a counterexample to Corollary 3.3 for the case s = 1, since the assumption

lim inf “(7("70)) < 0o does not hold.

r—00

Proposition 4.1. Let a € (0,7/4]. Then

(4.2) // AHl (z,7)? —d’H I, (z) < sin .
Also,

(4.3) sup /|Rsl’62 z)2du(z) ~ sin® a.

€1,62>0

It is clear that, letting o — 0, we will get

I S, @ < s IR (@) Pauta),
£1,62>0

On the other hand, it is easy to check that [ WH |F“( YdHr, (z) = .

To prove Proposition 4.1, we consider the auxﬂlary 1-AD regular measure on ['y:
fio = cosa HY|pa + Hl\pa\Ta,
for which the following holds:
Lemma 4.2. Let o € (0,7/4]. Then

o dr
1 2 o4
//0 A, (z,7) . dpe(x) < sin® a.

Using Lemma 4.2, we are now able to prove Proposition 4.1.
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Proof of Proposition 4.1. To show (4.2), notice that

HY (T N B(z,2
A%Whmﬂd_AL@Wﬁécﬂ—c%a) ( r(x r))

aQ”Hl(T"‘ N B(x, 27"))‘
r

(4.4)

<ec

Hence,

o0 dr\ /2
([ [ aloy oramte, %)
1/10 o r
- p 1/2
< 1 _ Al 1 r
< ( [ o] @l n) =8 ) e, @ )
1/2
1 9 dr
+</ /A (2, ) 2dH |r () ) _ A+ B,
1/10 r
2

the last identity being a definition for A and B. By Lemma 4.2, we have B < ca”.
Concerning A, using (4.4) and the linear growth of H!|r_, we get

1 a 2
A2 < a4/ / H(T ﬂf(m,QT‘)) d?-[1|ra($)ﬁ
>10 J|z|<10r r r

dH!|r dr
< / / ’3“ )drgca4 —2§ca4.
>10 J|z|<10r r r>10 T

Now we write

1/10 dr\ 12
([ [ 8oy w2 antie )
1/10 9 d 1/2
(/ / 'Hl (x,7) Aib (a:,r)) d?—[llra (x):>
1/10 1/2
+ (/ /A,ga (e, 7)2aMr, (ac)d:) —C+D,
0

the last identity being the definition of C' and D. Again by Lemma 4.2, D < ca?. To
estimate C, we consider the vertices {z,} = L{NTY, {2} = T7'NTs and {2z} = T5'NLG. It
is easy to check that A%{l\ra (x,r)— AL& (x,r) vanishes unless z, € B(z,2r), 2, € B(z, 2r)
or z. € B(x,2r). Then we split the integral in C into three integrals according to the
three preceding cases. Since they are treated similarly, we will deal only with the first one.
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Using again (4.4), we get

1/10 dr
Al z, )2 dHr, (2)—
/0 /zaeB(m,2r) H1|F°‘( ) Ira )r

1/10 L(Te ?
S a4/ / / <H (T N B(.’L‘,?T))) dth"a (x) @ < COé4-
0 |x—2zq|<2r "

r

Gathering all the preceding estimates, (4.2) follows.
The proof of (4.3) can be obtained either by [T1, Corollary 1.4] or by more elementary
methods (which we leave for the reader). O

Proof of Lemma 4.2. We fix a € (0,7/4]. To simplify notation write u, I'; T, L and so
on, instead of uq, I'a, T, Lq.
To estimate A, (x,r) for z € I' and r > 0, note first that A, (2, r) vanishes if one of the
following conditions holds:
e B(z,2r)NI' C L; for i =1 or 2,
e B(xz,2r)NT' C T; for i =1 or 2.
e xcLiULyand T C B(x,r).
In this case, we set (z,r) € Z.
In the case (z,7) € Z, we write

wu(B(x,2r)) — 4r

u(B(x,r)) —2r
(4.5) Al < ’ r + 2
=:0,(B(x,r)) + 6,(B(x,2r)).
We claim that
(4.6) du(B(z,7)) S min(l, :2> sin® o for (z,r) & Z.

In fact, this holds for all x € I" and r > 0, but we only need to prove it for (x,r) ¢ Z. Let
us see that the lemma follows from this estimate. We write

Ssin4a// min(l )drdu( ).
(z,r)e(I'x(0,00))\Z

So, to prove the lemma it is enough to show that the last integral does not exceed some
absolute constant. To this end, denote {21} = L1 NT1, {22} = LaNTh, and {zp} = T1 NT3,
and set

By ={(z,r) €T x (0,00) : z; € B(x,2r) for some i =0,1,2 and T ¢ B(z,r)}

and
By ={(z,7) €' x (0,00) 1z € T and T C B(z,r)}.
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Notice that I x (0,00)) \ Z = B1 U By and if (z,7) € B then r > 1/2. We then have

/.. wa\zmm(l ﬂ)drd”( >
Ll 2 )
5 B (8 e (e e

z;€B(z,2r), T¢ B(z,r)
For 0 < i <2 we consider two cases according to whether » < 1/2 or not. We set

. 1 dr
//zr €rx(0,1/2) m1n<1,r4> //zr €rx(0,1/2) 7d,u(x).

z;€B(x,2r), T¢ B(x,r) z;€B(x,2r), T¢ B(x,r)

Integrating first with respect to x, taking into account that |z — z;| < 2r, the last integral
is bounded by
/ dr
c r— = 1.
re(0,1/2) T
For r > 1/2 we have

. 1 dr
<47) /[x,r)GFX[l/Q,oo) mHl(l’ 74> //x r)€lx[1/2,00) 3 d,u(x)

2 €B(x,2r), T¢ B(x,r) 2 €B(x,2r), T¢ B(x,r)
It is easy to check that for (z,r) in the domain of integration above we have
r—c<l|z—z|<r+c
for some absolute constant ¢, which implies that
p({z: (z,r) €T x [1,00),2 € B(z,2r), T ¢ B(z,7)}) < .
Thus the integral in (4.7) is bounded by

d
c / —g < 1.
r>1/2 T
Therefore we have shown that

(4.8) //Blmln< : 4>Cﬁ"du( )< 1.

In the same way, for r > 1/2
u({ (@) € Bo)) < ¢,

hence

(4.9) //BQmin<1 >drd (z) < 1.

Thus (4.8) and (4.9) imply

// min(l, 14> dr du(z) <1,
(z,r)E(I'x(0,00))\Z r T

as wished.
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FI1GURE 2. The case Al FIGURE 3. The case A2

To prove the claim (4.6) we distinguish several cases:

Case A: (z,r)¢ Zand z € T.

Subcase Al: B(z,2r)NI CT.
We note that this subcase is possible only for r < 2. We write

Ou(B(z,1)) < ‘M(B(::’r)) —2cosa|+2(1 —cosa)
1 R ‘,u(B(m,r)) — 2 cosa| +sin®a.

Since (x,r) ¢ Z we have that B(z,2r) NT; # & for both i = 1,2. Without loss
of generality let = € Ty and set {vo} = T1 N Ty, {vi} = 0B(z,2r)NT;, for i = 1,2,
{p} = 0B(x,2r) N Lyyu, \{va}, where Ly, denotes the line crossing vy and ve. Let also
p’ be the point of intersection of L, and the perpendicular line to Ly, which passes
through p. See also Figure 2.

We have

|u(B(x,r)) —4r cosa| = |cosa (d(vy,vg) + d(vo,v2)) — cos a(d(vo, v2) + d(vo, p))|
~ ’d(Ul, UO) - d(v()’p))‘
Observing that

|d(v1, vo) — d(vo,p)| < d(vo,p') — d(vo, p) = d(vo, p') — d(vo, p') cos(2a)
~ sin?(2a) d(vo, p') < rsin® a
and recalling (4.10), we deduce that 6,(B(z,2r)) < sin? a.

Subcase A2: B(xz,2r)NT C T;UL; fori=1 or 2.
Without loss of generality we can assume that ¢ = 2. We consider the following points:
{vo} = LoNTy, {v1} = 0B(x,2r) N Ty, {va} = 0B(x,2r) N Ly, and {p} = 0B(z,2r) N
Lygw, \{v1}. Let also p’ be the point of intersection of Ly, and the perpendicular line to
Ly, which passes through p. See also Figure 3.
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FIGURE 4. The curve T',.

We have
|u(B(z,7)) — 4 cosar| = |cosad(vy,vy) + d(vy, ve) — cos a(d(vg, v1) + d(vo, p))|
< (1 = cos a)d(vg, v2) + cos a (d(vg, v2) — d(vg, p))
< rsin? a + cos a (d(vo, v2) — d(vo, p)).

As in the previous subcase,

2

d(vo, v2) — d(vo, p) < d(vo,p") — d(vo,p) = d(vo,p’) — d(vo,p’) cos
~ d(vo,p') sin? a < rsin®

hence we deduce that §,(B(z,2r)) < sin? a.

Subcase A3: B(x,r)N L1 # 0 and B(xz,r)N Ly # 0.
If r < 1, combining the arguments from the two previous cases, it follows that ,(B(z,r)) <

sin? a.

We now consider the case when r > 1 and without loss of generality we assume that
z = (w,h) € Th. Given two lines L, L', we denote by (L, L’) the smallest angle between
L and L'. Let {v1} = 0B(z,r) N Ly and let 61 = £(Ly,, L1). Then it follows easily that

. 9 h\?  sin?a
Ou(B(z,7r)) Ssin“fy = | — | < ,

r r2

see also Figure 4.

Case B: (z,7) ¢ Z and z ¢ T.

Let {vi} = 0B(z,r) NT, then if ) = L(Lyy,, La2) we get
(4.11) 6, (B(x,7)) =1 — cos b = sin 6.

Since 6; < a, we have that sin? §; < sin? o. Moreover if 7 > 1, as in subcase A3, we get
-2
that sin® 6; < 7%, Therefore,

Ou(B(z,71)) S min<1, 12> sin? av.
r

Thus (4.6) follows and the proof of the lemma is complete.
O

We wish now to compare the integral [[; A}L(x,r)Q%d,u(x) to the analogous one in-
volving the so called S-numbers of Peter Jones, which play a key role in the theory of
the so called quantitative rectifiability (see [Jo], [DaS1] and [DaS2], for example). Given
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a Radon measure g in R?, the Jones’ S-numbers are defined as follows. For x € supp(u)
and r > 0, set, for 1 < p < o0,

1/p
. dist(y, L)P
By (B(x,r)) = inf /B(w ) Tg,ﬂ)du(y) ;

L

and q I
ist
B (B(z,r)) = inf sup asny. &) (, ),
L yeB(xz,r)Nsupp(p) r

where in both cases the infimum is taken over all lines L C R?.
By [Do, Theorem 6] (in the case 1 < p < 00), for the measure p, of Proposition 4.1 we
have

dr )
// B“" (z T))27d,ua(x) ~ ||f’\|§ ~ sin? a.

This also holds for p = oo, by [Jo]. So together with Proposition 4.1, this yields

ee d o d
//0 A}m (m,r)27rdua(x) < //0 Bga(B(x,r))27rdua(x) as a — 0,

forall 1 <p < 0.
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