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Abstract. The center problem for degenerated monodromic critical points is
far to be solved in general. In this paper we give a procedure to solve it for a
particular perturbation of critical points which dominant part near the critical
point is x2n−1 ∂

∂x + y2m−1 ∂
∂y . For these critical points the problem is solved by

writing its associated differential equation in the generalized polar coordinates
introduced by Lyapunov and by developing a new method of computation of
the so called generalized Lyapunov contants. This method is based into the
transformation of the differential equation into the perturbation of a Hamilton-
ian system. Finally, the method is applied to solve the center and the stability
problem for a particular family of differential equations.

1. Introduction and Main Results

Remember that the so called stability problem and the center problem can be
solved for smooth non degenerated critical points via the Lyapunov constants. On
the other hand the same problem but for arbitrary monodromic critical points is
far to be solved in general. This paper will deal with a new method for solving the
above mentioned problems for a special kind of planar degenerated critical points.
This method is based into a different way of computing the so called generalized
Lyapunov constants, see [10]. Before state our results we need to introduce some
well known definitions.

Given m, n, s ∈ N, it is said that a function f : R2 → R is (m,n)-quasi-
homogeneous of degree s if f(λmx, λny) = λsf(x, y) for all λ ∈ R. A vector field
X = (P,Q) : R2 → R2 is called (m,n)-quasi-homogeneous of degree k if P and
Q are (m,n)-quasi-homogeneous functions of degrees m + k − 1 and n + k − 1
respectively, see [2, Chap. 7].

Observe that quasi-homogeneous vector fields are a natural generalization of
homogeneous vector fields because while the second one can be integrated by
using polar coordinates, the first one can be integrated by using the so called
(m,n)-polar coordinates. These generalized polar coordinates were introduced by
Lyapunov in his study of the stability of degenerate critical points, see [10].
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This paper is devoted to give a method which allows to compute all the general-
ized Lyapunov constants for a degenerated critical point of an smooth vector field
X which first jet (in the decomposition induced by the (m,n)-quasi-homogeneous
degree) is given by

x2n−1 ∂

∂x
+ y2m−1 ∂

∂y
.

By sake of simplicity we will continue just considering the case m = 1, although
all the results of this paper could be obtained for a general m.

More concretely we deal with systems of the form
ẋ = −y +

∞∑
k=n+1

Pk(x, y),

ẏ = x2n−1 +
∞∑

k=2n

Qk(x, y),
(1)

where the vector fields (Pk, Qk) are (1, n)-quasi-homogeneous of degree k.
Following [10], let us to introduce here these (1, n)-polar coordinates. Let Cs θ

and Sn θ be the only solutions of the Cauchy problem{
Ċsθ = − Sn θ,

Ṡnθ = Cs2n−1 θ,

with initial condition Cs(0) = 1 and Sn(0) = 0.
Among other properties we recall that Cs θ is an even function, that Sn θ is an

odd function, both are T -periodic, where

T = 2

√
π

n

Γ
(

1
2n

)
Γ
(
n+1
2n

) ,
being Γ the gamma function, and satisfy

Cs2n θ + n Sn2 θ = 1.

The (1, n)-polar coordinates are given by (x, y) = (rCs θ, rn Sn θ). With these
coordinates, system (1) writes as

ṙ = x2n−1ẋ+yẏ
r2n−1 = rn+1

∞∑
k=0

rkR3n+k(θ),

θ̇ = −nyẋ+xẏ
rn+1 = rn−1

(
1 +

∞∑
k=1

rkΘ2n+k(θ)

)
,

(2)

where Rk(θ) i Θk(θ) are (1, n)-quasi-homogeneous polynomials with the variables
Sn θ and Cs θ of (1, n)-quasi-degree k.
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In order to define the generalized Lyapunov constants, we write system (2) in
the form

dr

dθ
=

r2
∞∑
k=0

rkR3n+k(θ)

1 +
∞∑
k=1

rkΘ2n+k(θ)
.

We search for a solution r(θ, r0) of the form

r = r0 + u2(θ)r
2
0 + u3(θ)r

3
0 + · · · ,

and satisfying r(0) = r0. By evaluating this solution at T , we get the return map
near the origin for system (2) as

r(T, r0) = r0 + um(T )rm0 + · · · ,

where um(T ) is the first non zero term in the Taylor expansion of r(T, r0) at 0.
If such an m does not exists then the origin of (2) is a center. This value um(T )
is denoted by Vm = um(T ) and called m-th generalized Lyapunov constant. It is
clear that its sign gives the stability of the origin of (2). It is also proved in [10]
that m ≡ n (mod 2).

Our main result is the following theorem.

Theorem A. Consider the differential equation (1). In the (1, n)-polar coordi-
nates x = rCs θ, y = rn Sn θ, it can be written as (2), or equivalently in the
form

dH + ω1 + ω2 + ω3 · · · = 0,

where H = 1
2n

(x2n + ny2) = 1
2n
r2n, and ωk(r, θ) are the 1-forms

ωk(r, θ) = r2n+k−1Θ2n+k(θ)dr − r2n+kR3n+k−1(θ)dθ.

Then its K-th Lyapunov constant can be computed as

VK = − 1

( 2n
√

2ρn)K+1

∫
H=ρ

K−1∑
l=1

ωlhK−1−l,

where h0 = 1 and for m = 1, . . . , K−1, hm are defined by the recurrent expression

d

(
m∑
l=1

ωlhm−l

)
= −d(hmdH).

The above theorem generalizes a similar result obtained for non degenerated
centers (n = 1) in [7]. Its proof is based on a generalization of results of Françoise,
where a perturbation of special kind of Hamiltonian systems is studied, see [4].
An advantage of this new method in relation with other methods (see for instance
[1] and [5]) is that it can be used (at least theoretically) to compute VK for any
K.
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Here we give a corollary of the above result which computes the first two non
zero constants, in terms of the coefficients of the differential equation, for the first
degenerated case n = 2.

Corollary B. Consider the following differential equation
ẋ = −y +

∞∑
k=3

Pk(x, y),

ẏ = x3 +
∞∑
k=4

Qk(x, y),
(3)

where Pk, Qk are (1, 2)-quasi-homogeneous vector fields of degree k. Set

P3(x, y) = p3,0x
3 + p1,1xy,

Q3(x, y) = q4,0x
4 + q2,1x

2y + q0,2y
2,

P4(x, y) = p4,0x
4 + p2,1x

2y + p0,2y
2,

Q4(x, y) = q5,0x
5 + q3,1x

3y + q1,2xy
2,

P5(x, y) = p5,0x
5 + p3,1x

3y + p1,2xy
2,

Q5(x, y) = q6,0x
6 + q4,1x

4y + q2,2x
2y2 + q0,3y

3.

Then the first Lyapunov constants of system (3) are

V2 =
4

5

Γ(3/4)2

π1/2
(3p3,0 + q2,1),

V3 = 0,

V4 =
2

63

π3/2

Γ(3/4)2
(3q2,1p2,1 + 12q2

0,2q2,1 + 3p1,2 + 3q4,1 + 15p5,0 + 9q0,3

+6p0,2q0,2 + 3p0,2p1,1 − 3q0,2q3,1 − 6q0,2p4,0 + 3p1,1p4,0 + 45p3,0q0,2p1,1

+15p3,0p
2
1,1 + 15p3,0q1,2 + 30p3,0q

2
0,2 + 4p2

1,1q2,1 − 12q4,0p4,0 + 3q2,1q1,2

+14p1,1q2,1q0,2 − 3q4,0q3,1 + 15p3,0p2,1 + 2q4,0q2,1q0,2 + q4,0q2,1p1,1),

V5 = 0.

When a particular system of the form (3) is studied, more Lyapunov constants
can be computed. Our last result is an application of the above two results to solve
completely the center problem and the computation of the generalized Lyapunov
constants for the system

ẋ = −y + p3,0x
3 + p1,1xy,

ẏ = x3 + q4,0x
4 + q2,1x

2y + q0,2y
2.

(4)

This problem has been already studied in [3] and [6]. In this last paper the center
problem is solved by using the so called Cherkas’ method, which consists in making
a change of variables that transforms (4) into a Liénard differential equation. Here
we solve the problem by directly computing its generalized Lyapunov constants.
Our result is:
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Theorem C. Consider system (4). Then the following hold:

(i) Its first generalized Lyapunov constants are:

V2 =
4

5

Γ(3/4)2

π1/2
(3p3,0 + q2,1),

V4 = − 2

63

π3/2

Γ(3/4)2q2,1
(2q0,2 + p1,1)(p1,1 − q0,2 − q4,0),

V6 =
8

2025

Γ(3/4)2

π1/2
q2,1(3q4,0 + 2q0,2)(6q

2
4,0 + 3q4,0q0,2 + 2q2

2,1)(2q0,2 + p1,1).

(ii) It has a center at the origin if and only if V2 = V4 = V6 = 0. Furthermore
this situation happens if and only if
(a) p3,0 = q2,1 = 0.
(b) p1,1 + 2q0,2 = q2,1 + 3p3,0 = 0.
(c) 2p1,1 + q4,0 = q2,1 + 3p3,0 = 2q0,2 + 3q4,0 = 0.
(d) p1,1 − q2,1 − q4,0 = 6p2

3,0 + q0,2q4,0 + 2q2
4,0 = q2,1 + 3p3,0 = 0.

2. Generalized trigonometrical functions

In order to be able to apply Theorem A we need an easy way of computing∫
H=ρ

ω, where H(r, θ) = r2n/(2n) and ω = ω(r, θ) is a 1-form. We prove the

following result.

Lemma 2.1. Let ω be the 1-form

ω = α(r, θ)dr + β(r, θ)dθ,

where α and β are T -periodic analytic functions in the variable θ and H = 1
2n
r2n.

Then the following hold:

(i)
∫
H=ρ

ω =
∫ T

0
β( 2n

√
2ρn, θ)dθ.

(ii) The function h = − 1
r2n−1

∫ θ
0

(
∂α
∂ψ
− ∂β

∂r

)
dψ satisfies d(ω) = d(hdH); more-

over, it turns out that if
∫
H=ρ

ω = 0, then h is also T -periodic.

Proof. The first part follows from the fact that H just depends on r, and hence
integrate on H = ρ is equivalent to replace r by 2n

√
2ρn, and make integration

with respect to θ on the interval [0, T ].
The second part can be verified just by replacing the value of h inside the

equality dω = d(hdH). �

In our situation the functions α and β given above are (1, n)-quasi-homogeneous
polynomials evaluated on the generalizated trigonometrical functions. Therefore
we need to get primitives of these functions. Next result of [10], solves partially
the problem.

Lemma 2.2. Let Sn and Cs denote the (1, n)-trigonometrical functions, let T
denote their period and let p and q be fixed natural numbers. The following holds:
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(i)
∫

Sn θCsq θdθ = −Csq+1 θ
q+1

+ c.

(ii)
∫

Snp θCs2n−1 θdθ = Snp+1 θ
p+1

+ c.

(iii)
∫

Snp θCsq θdθ = −Snp−1 θCsq+1 θ
(p−1)n+q+1

+ p−1
(p−1)n+q+1

∫
Snp−2 θCsq θdθ.

(iv)
∫

Snp θCsq θdθ = nSnp+1 θCsq−2n+1 θ
(p−1)n+q+1

+ q−2n+1
(p−1)n+q+1

∫
Snp θCsq−2n θdθ.

(v) There exist a polynomial in two variables E(x, y) and a real constant A such
that ∫

Snp θCsq θdθ = E(Sn θ,Cs θ) + A

∫
Csr θdθ,

with r ≡ q (mod 2n).
Furthermore, the constant A is non zero if and only if p is even and q 6≡

0 (mod 2n).

(vi)
∫ T

0
Snp θCsq θdθ = 0, when either p or q are odd.

(vii) ∫ T

0

Snp θCsq θdθ =
2

n
p+1
2

Γ
(
p+1
2

)
Γ
(
q+1
2n

)
Γ
(
p+1
2

+ q+1
2n

) ,
when p and q are even.

As it is discussed in [10] the above result allows to get an explicit expression of
the primitives of Snp θCsq θ in terms of the functions Cs θ and Sn θ just when p
is odd. If p is even the lemma gives the primitives also in terms of the functions∫

Csr θdθ with r < 2n. This fact induces to define the following functions

ψr(θ) =

∫ θ

0

Csr φdφ−
∫ T

0
Csr φdφ

T
θ,

for any r = 1, 2, . . . , 2n−1, which are also T -periodic. By using these new functions
all primitives of Snp θCsq θ as well as the primitives of ψmr (θ) Snp θCsq θ can be
computed as it is shown in the next lemma.

Lemma 2.3. With the same notations than in Lemma 2.2, and being m a natural
number, the following statements hold:

(i) There exist a polynomial in two variables E(x, y) and real constants A and
B such that∫

Snp θCsq θdθ = E(Sn θ,Cs θ) + Aψr(θ) +Bθ,

where 0 < r < 2n and r ≡ q (mod 2n). Furthermore B is non zero if and only
if p and q are even numbers.

(ii) There exist two polynomials in two variables E(x, y) and F (x, y) and a real
contant B (the same E and B than in the above paragraph) such that∫

ψmr (θ) Snp θCsq θdθ = ψm+1
r (θ) + ψmr (θ)E(Sn θ,Cs θ) +∫
ψm−1
r (θ)F (Sn θ,Cs θ)dθ +BG(θ),
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where G(θ) is some unknown function.

Remark 2.4. Observe that the above lemma allows to compute, in a recurrent
way, all primitives of the functions ψmr (θ) Snp θCsq θ in terms of Sn θ,Cs θ and
ψr varying r, when the constant B appearing in the primitive of Snp θCsq θ is
zero. This is the situation that happens when we use the above lemma to compute
Lyapunov constants for system (1). This described situation is similar to the
situation occurring when one compute the usual Lyapunov constants: It suffices
to know how to compute primitives of functions of the form sinp θ cosq θ without
taking into account the cases in which some θ appears in the integration process.

Proof of Lemma 2.3. (i) This part follows straightforward from the definition of
ψr.

(ii) This equality follows by applying integration by parts, taking u(θ) = ψmr (θ)
and v′(θ) = Snp θCsq θ, and using part (i). �

3. Proof of the main results

In order to prove Theorem A we need to extend some results of [4]. In that paper
the author computes the first non zero derivative of the return map associated to
a first order perturbation in ε of some Hamiltonian systems, including H(x, y) =
1
2
(x2 + y2) = r2/2. Here we study the case of arbitrary analytic perturbations of

Hamiltonian systems of the form 1
2n

(x2n + ny2). The proof of our generalization
can be done following the same ideas than in [8] or [9]. We state it in the following
theorem.

Theorem 3.1. Let (r, θ) be some type of polar coordinates defined on the cylinder
C := R+ × R/[0, T ), with T > 0. Consider the solution of the planar analytic
differential equation defined on C

ωε = dH +
∞∑
i=1

εiωi = 0,

where ωi(r, θ) are analytic 1-forms, T -periodics in θ, and H(r, θ) ≡ H(r). Let

L : (ρ, ε) → L(ρ, ε) = ρ+ εL1(ρ) + · · ·+ εkLk(ρ) +O(εk+1),

be the first return map given by its flow and associated to the transversal section
Σ, (we choose H = ρ as a parametrization of Σ). If we assume that L1(ρ) ≡ · · · ≡
Lm−1(ρ) ≡ 0, then there exist functions h0 ≡ 1, h1(r, θ), . . . , hm−1(r, θ), T -periodics
in θ and such that

(i)

d

(
m∑
i=1

ωihm−i

)
= −d(hmdH).
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(ii) The m-th derivative at ε = 0, with respect to ε, of L(ρ, ε) is given by m!Lm(ρ),
where

Lm(ρ) = −
∫
H=ρ

m∑
i=1

ωihm−i.

Proof of Theorem A. Assume that for system (1), which in polar coordinates writes
as (2), the first K − 1 generalized Lyapunov constants are zero, i.e. V1 = V2 =
· · · = VK−1 = 0. Then a solution r(θ, r0), starting at r(0, r0) = r0 satisfies that

r(T, r0) = r0 + VKr
K
0 +O(rK+1

0 ). (5)

To compute this VK we make the change of scale r̃ = 1
ε
r in the differential equation

(2). It is transformed into

dr̃

dθ
=
dr̃

dr

dr

dθ
= ε

r̃2
∞∑
k=0

(εr̃)kR3n+k(θ)

1 +
∞∑
k=1

(εr̃)kΘ2n+k(θ)
,

which can also be written as

dr̃ +
∞∑
k=1

εk
(
r̃kΘ2n+k(θ)dr̃ − r̃k+1R3n+k−1(θ)dθ

)
= 0.

Finally, the above expression, for r̃ > 0, has the same solutions than

dH + εω1 + ε2ω2 + · · · = 0, (6)

where remember that H = 1
2n

(x2n + ny2) = 1
2n
r̃2n and ωk = r̃2n+k−1Θ2n+k(θ)dr̃ −

r̃2n+kR3n+k−1(θ)dθ. To compute the solution of (6) as a power expansion in ε we
can use Theorem 3.1. To do this we parametrize the transversal section Σ =
{(ρ, θ), θ = 0} by the energy level ρ. In other words we parametrice it by ρ
where r = εr̃ = ε 2n

√
2ρn. In these coordinates the return map associated to Σ

writes as

L(ρ, ε) = ρ+ εMLM(ρ) +O(ρM+1), (7)

for some integer M.
On the other hand, a expression of L can be obtained from (5). By using both

expressions and Theorem 3.1 the result will follow. We make these computations
in the sequel.

A point in Σ with energy ρ has radius r = ε 2n
√

2ρn in quasi-degenerated polar
coordinates. Hence by using (5) it is transformed by the return map into a point

with r-coordinate ε 2n
√

2ρn+uK(T )
(
ε 2n
√

2ρn
)K

+ · · · . This point, after the scaling,

writes as 2n
√

2ρn+ εK−1
(

2n
√

2ρn
)K

Vk + · · · and hence it is on the energy level

1

2n

(
2n
√

2ρn+ εK−1VK( 2n
√

2ρn)K + · · ·
)2n

= ρ+ (2ρn)
K+1
2n VKε

K−1 +O(εK).
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By equating the above expression and (7) we get that L1 ≡ L2 ≡ · · · ≡ LM−2 ≡ 0,
that M − 1 = K and that

VK =
1

( 2n
√

2ρn)K+1
LK−1(ρ).

By using Theorem 3.1 we have the expression for LK−1, which gives the proof of
the theorem. �

Proof of Corollary B. We want to apply Theorem A to system (3). We start
with the more general system (1). Its equivalent expression, in generalized polar
coordinates, is

dH + εω1 + ε2ω2 + · · · = 0,

where

ωk(r, θ) = r2n+k−1Θ2n+k(θ)dr − r2n+kR3n+k−1(θ)dθ.

Hence

L1(ρ) = −
∫
H=ρ

ω1 =

∫
H=ρ

r2n+1R3n(θ)dθ = ( 2n
√

2ρn)2n+1

∫ T

0

R3n(θ)dθ.

Observe that R3n(θ) = r3n,0 Cs3n θ + r2n,1 Cs2n θ Sn θ + rn,2 Csn θ Sn2 θ + r0,3 Sn3 θ,
and Θ2n+1(θ) = t2n+1,0 Cs2n+1 θ+ tn+1,1 Csn+1 θ Sn θ+ t1,2 Cs θ Sn2 θ, for some con-
stants ri,j and ti,j. Hence by using Lema 2.2 and some properties of the Γ function
we get∫ T

0

R3n(θ)dθ = r3n,0

∫ T

0

Cs3n θdθ + rn,2

∫ T

0

Csn θ Sn2 θdθ

=

{
4
√
n

(2n+1)

Γ( 1
2)Γ(n+1

2n )
Γ( 1

2n)
((n+ 1)r3n,0 + rn,2) when n is even,

0 when n is odd.

When L1(ρ) ≡ 0, it is possible to compute h1 in order to get an expression for
L2(ρ) = −

∫
H=ρ

(ω2 + h1ω1). Lemma 2.1 gives that

h1 = − 1

r2n−1

∫ θ

0

(
∂

∂φ

(
r2nΘ2n+1(φ)

)
+

∂

∂r

(
r2n+1R3n(φ)

))
dφ

= −r
(

Θ2n+1(θ) + (2n+ 1)

∫ θ

0

R3n(φ)dφ

)
,
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and, after substituting the expressions of Θ2n+1 and R3n, we obtain that

h1 = −r
(
t2n+1,0 Cs2n+1 θ + tn+1,1 Csn+1 θ Sn θ + t1,2 Cs θ Sn2 θ

+(2n+ 1)
(
r3n,0

∫ θ

0

Cs3n φdφ+ r2n,1

∫ θ

0

Cs2n φ Snφdφ

+rn,2

∫ θ

0

Csn φ Sn2 φdφ+ r0,3

∫ θ

0

Sn3 φdφ
))
.

It is clear that the above primitives depend on the parity of n. By using
Lemma 2.2 We get the following general expression

h1 = −r
(
(t2n+1,0 − r2n,1) Cs2n+1 θ + (tn+1 + nr3n,0 − rn,2) Csn+1 θ Sn θ

+(t1,2 − r0,3) Cs θ Sn2 θ +
1− (−1)n

2
((n+ 1)r3n,0 + rn,2)ψn(θ)

)
.

Observe that in the expression of h1 the function ψn just appears when n is odd.
For this reason L2 is zero when n is even. The computation in the odd case
would need the use of Lemmas 2.2 and 2.3. At this point we continue just for the
case n = 2. Straightforward computations by using Lemmas 2.2 and 2.3 gives the
desired result. �

Proof of Theorem C. (i) By making the same computations than in the above
corollary, but for system (4) we obtain that the first hl are given by

h1 = r(2q0,2 + p1,1) Cs(θ),

h2 =
r2

3
(2q0,2 + p1,1)(3 Cs(θ)2p1,1 + Sn(θ)q2,1 + 3 Cs(θ)2q0,2),

h3 =
r3

9
(2q0,2 + p1,1) Cs(θ)(Cs(θ)2(9p2

1,1 + 15q0,2p1,1 + 6q2
0,2 + q2

2,1)

+ Sn(θ)(12q0,2q2,1 + 3q4,0q2,1)),

h4 =
r4

36
(2q0,2 + p1,1)((2q

3
2,1 + 6q2

4,0q2,1 + 3q4,0q2,1q0,2)ψ1(θ)

+(36p3
1,1 + 78p2

1,1q0,2 + 54p1,1q
2
0,2 + 6q4,0q

2
2,1 + 14q0,2q

2
2,1 + 12q3

0,2) Cs(θ)4

+(18q2
4,0q2,1 + 120q2,1q

2
0,2 + 81q4,0q2,1q0,2 + 2q3

2,1) Sn(θ) Cs(θ)2).

From these expressions and Theorem A it is easy to get the expressions of V2, V4

and V6 that appear in the statement of the theorem. Note that we have needed to
use Lemmas 2.2 and 2.3. Observe that the computation of V6 already needs part
(ii) of this last lemma because it involves the integration of the one form h4ω1 and
h4 has a term with the function ψ1(θ).

(ii) It is easy to see that the only solutions of the system V2 = V4 = V6 = 0 are
given by the four families of the statement of the theorem. The families (a), (b) and
(c) have a center at the origin because: (a) is invariant by the change of variables
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y1 = −y and t1 = −t; (b) is Hamiltonian and (c) has an integrating factor. To
prove that in case (d) the origin is a center is more complicated. We remit to
[6] for a proof. Here we just say that in this case system (4) can be transformed
into a Liénard differential equation and then the application of a generalization of
Cherkas’ criterion for Liénard equations allows to finish the problem. �
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