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#### Abstract

We obtain an explicit polynomial whose simple positive real roots provide the limit cycles which bifurcate from the periodic orbits of any cubic homogeneous polynomial center when it is perturbed inside the class of all polynomial differential systems of degree $n$.


## 1. Introduction and Statement of the Main Results

One of the main goals in the qualitative theory of real planar differential systems is the determination of their limit cycles. It is well known that perturbing the periodic orbits of a center often produces limit cycles, see for instance $[1,2,12]$. One of the first in studying these perturbations was Pontrjagin [10]. These last years this problem has been studied by many authors see the second part of the book [5] and the hundreds of references quoted there.

Hilbert in 1900 was interested in the maximum number of the limit cycles that a polynomial differential system of a given degree can have. This problem is the well-known 16-th Hilbert problem, which together with the Riemann conjecture are the two problems of the famous list of 23 problems of Hilbert which remain open. See for more details [7] and [13].

There exist several methods to study the number of limit cycles that bifurcate from the periodic annulus of a center, such as the Poincaré return map, the Poincaré-Melnikov integrals, the Abelian integrals, the inverse integrating factor, and the averaging theory. In the plane all of them are essentially equivalent.

There are few works trying to study this problem for homogeneous cubic polynomial differential systems. Our main objetive will be to solve this problem for the cubic homogeneous polynomial differential systems.

In [6] the authors classified all the cubic homogeneous polynomial differential systems. In [8] the authors proved that any real planar cubic homogeneous polynomial differential system having a center can be written

[^0]as
\[

$$
\begin{align*}
& \dot{x}=a x^{3}+(b-3 \alpha \mu) x^{2} y-a x y^{2}-\alpha y^{3}=P(x, y) \\
& \dot{y}=\alpha x^{3}+a x^{2} y+(b+3 \alpha \mu) x y^{2}-a y^{3}=Q(x, y) \tag{1}
\end{align*}
$$
\]

with $\alpha \in\{-1,1\}, a, b, \mu \in \mathbb{R}$ and $\mu>-1 / 3$, after doing an affine change of variables and a rescaling of the time.

It is known that the maximum number of limit cycles which bifurcate from the periodic orbits of a cubic homogeneous center (1) using perturbations of first order inside the class of all polynomial differential systems of degree $n$ is $[(n-1) / 2]$, see for details statement (c) of Theorem A of [9]. Here $[x]$ denotes the integer part function of $x$.

The objetive of this work is to provide an explicit polynomial whose real positive simple zeros gives the exact number of limit cycles which bifurcate, at first order in the perturbation parameter, from the periodic orbits of any cubic homogeneous center (1).

More precisely consider the system.

$$
\begin{align*}
\dot{x} & =a x^{3}+(b-3 \alpha \mu) x^{2} y-a x y^{2}-\alpha y^{3}+\varepsilon p(x, y)  \tag{2}\\
\dot{y} & =\alpha x^{3}+a x^{2} y+(b+3 \alpha \mu) x y^{2}-a y^{3}+\varepsilon q(x, y)
\end{align*}
$$

where

$$
\begin{equation*}
p(x, y)=\sum_{i=0}^{n} p_{i}(x, y), \quad q(x, y)=\sum_{i=0}^{n} q_{i}(x, y) \tag{3}
\end{equation*}
$$

$p_{i}, q_{i}$ are homogeneous polynomials of degree $i$, and $\varepsilon$ is a small parameter.
Define the following functions

$$
\begin{aligned}
f_{1}(\theta)= & -a \sin ^{4} \theta+a \cos ^{4} \theta+(b-3 \alpha \mu+\alpha) \sin \theta \cos ^{3} \theta \\
& +(b+3 \alpha \mu-\alpha) \sin ^{3} \theta \cos \theta \\
g_{1}(\theta)= & \alpha\left(6 \mu \sin ^{2} \theta \cos ^{2} \theta+\sin ^{4} \theta+\cos ^{4} \theta\right) \\
k(\theta)= & \exp \left(\int_{0}^{\theta} \frac{f_{1}(s)}{g_{1}(s)} d s\right) \\
B_{i}(\theta)= & Q(\cos \theta, \sin \theta) p_{i}(\cos \theta, \sin \theta)-P(\cos \theta, \sin \theta) q_{i}(\cos \theta, \sin \theta) .
\end{aligned}
$$

In sequel we state our main result where the function $M(\theta)$ is defined in (9), we do not provide it here due to its length.

Theorem 1. For $|\varepsilon|>0$ sufficiently small and for every positive simple zero $r_{0}^{*}$ of the polynomial

$$
\mathcal{F}\left(r_{0}\right)=\frac{1}{2 \pi} \sum_{k=0}^{\left[\frac{n-1}{2}\right]} r_{0}^{2 k-1} \int_{0}^{2 \pi} A_{2 k+1}(\theta) d \theta
$$

where

$$
A_{i}(\theta)=\frac{B_{i}(\theta) k(\theta)^{i-2}}{g_{1}(\theta)^{2} M(\theta)}
$$

for $i=1,2, \ldots,\left[\frac{n-1}{2}\right]$, the perturbed systems (2) has a limit cycle bifurcating from the periodic orbit $r\left(\theta, r_{0}^{*}\right)=k(\theta) r_{0}^{*}$ of the period annulus of the center (1) using the averaging theory of first order. In particular the perturbed systems (2) has at most $\left[\frac{n-1}{2}\right]$ limit cycles.

Theorem 1 is proved in Section 3. In Section 4 we provide an example that illustrates Theorem 1 with $n=5$. We obtain two limit cycles.

## 2. Preliminaries

In this section we give some known results that we shall need for proving Theorem 1.

Consider a system in the form

$$
\begin{equation*}
\dot{\mathrm{x}}=F_{0}(t, \mathrm{x})+\varepsilon F_{1}(t, \mathrm{x})+\mathcal{O}\left(\varepsilon^{2}\right) \tag{4}
\end{equation*}
$$

where $\varepsilon \neq 0$ is sufficiently small and the functions $F_{0}, F_{1}: \mathbb{R} \times \Omega \rightarrow \mathbb{R}^{n}$ and $F_{2}: \mathbb{R} \times \Omega \times\left(-\varepsilon_{0}, \varepsilon_{0}\right) \rightarrow \mathbb{R}^{n}$ are $\mathcal{C}^{2}$ functions, $T$-periodic in the first variable and $\Omega$ is an open subset of $\mathbb{R}^{n}$. We assume that the unperturbed system

$$
\begin{equation*}
\dot{\mathrm{x}}=F_{0}(t, \mathrm{x}) \tag{5}
\end{equation*}
$$

has a submanifold of periodic solutions of dimension $n$.
Consider $x(t, z, \varepsilon)$ the solution of system (5) such that $\mathrm{x}(0, \mathrm{z}, \varepsilon)=z$. The linearization of the unperturbed system along a periodic solution $\mathrm{x}(t, \mathrm{z}, 0)$ is given by

$$
\begin{equation*}
\dot{\mathrm{y}}=D_{\mathrm{x}} F_{0}(t, \mathrm{x}(t, \mathrm{x}, 0)) \mathrm{y} \tag{6}
\end{equation*}
$$

In sequel we denote by $M_{\mathrm{z}}(t)$ the fundamental matrix of the linearized system (6) such that $M_{\mathrm{z}}(0)$ is the identity.

We suppose that there exists an open set $V$ with $\mathrm{Cl}(V) \subset \Omega$ such that for each $z \in \mathrm{Cl}(V), \mathrm{x}(t, \mathrm{z}, 0)$ is $T$-periodic, where $\mathrm{x}(t, z, 0)$ denotes the solution of the unperturbed system (5). Here $\mathrm{Cl}(V)$ denotes the closure of $V$. We have that the set $\mathrm{Cl}(V)$ is isochronous for system (5), i.e. it is formed only by periodic orbits with period $T$.

The next result is the averaging theorem for studying the bifurcation of $T$-periodic solutions of system (4) from the periodic solutions $\mathrm{x}(t, \mathrm{z}, 0)$ contained in $\mathrm{Cl}(V)$ of system (5) when $|\varepsilon|>0$ is sufficiently small. See [3] for a proof. For more details on the averaging theory see [4] and the book [11].
Theorem 2 (Perturbations of an isochronous set). We assume that there exists an open and bounded set $V$ with $\mathrm{Cl}(V) \subset \Omega$ such that for each $\mathrm{z} \in \mathrm{Cl}(V)$, the solution $\mathrm{x}(r, \mathrm{z}, 0)$ is $T$-periodic. Consider the function $\mathcal{F}: \mathrm{Cl}(V) \rightarrow \mathbb{R}^{n}$

$$
\begin{equation*}
\mathcal{F}(\mathrm{z})=\frac{1}{T} \int_{0}^{T} M_{\mathrm{z}}^{-1}(t) F_{1}(t, \mathrm{x}(t, \mathrm{z}, 0)) d t \tag{7}
\end{equation*}
$$

Then the following statements hold.
(i) If there exists $\mathbf{a} \in V$ with $\mathcal{F}(\mathbf{a})=0$ and $\operatorname{det}((\partial \mathcal{F} / \partial \mathrm{z})(\mathbf{a})) \neq 0$ then there exists a $T$-periodic solution $\mathrm{x}(t, \varepsilon)$ of system (4) such that $\mathrm{x}(0, \varepsilon) \rightarrow \mathbf{a}$ when $\varepsilon \rightarrow 0$.
(ii) The kind of the stability of the periodic solution $\mathrm{x}(t, \varepsilon)$ is given by the eigenvalues of the Jacobian matrix $((\partial \mathcal{F} / \partial \mathrm{z})(\mathbf{a}))$.

## 3. Proof of Theorem 1

The next result follows easily.
Lemma 3. Let $P_{k}(x, y)$ and $P_{3}(x, y)$ be homogeneous polynomials of degree $k$ and 3 respectively, where $(x, y) \in \mathbb{R}^{2}$. Thus in polar coordinates $x=r \cos \theta$ and $y=r \sin \theta$ we have

$$
\begin{aligned}
P_{k}(r \cos \theta, r \sin \theta) P_{3}(r \cos \theta, r \sin \theta)= & (-1)^{k+1} P_{k}(r \cos (\theta+\pi), r \sin (\theta+\pi) \\
& \cdot P_{3}(r \cos (\theta+\pi), r \sin (\theta+\pi))
\end{aligned}
$$

Now we pass system (2) to polar coordinates taking $x=r \cos \theta, y=r \sin \theta$ and we obtain

$$
\begin{aligned}
\dot{r} & =r^{3} f_{1}(\theta)+\varepsilon(\cos \theta p(r \cos \theta, r \sin \theta)+\sin \theta q(r \cos \theta, r \sin \theta)) \\
\dot{\theta} & =r^{2} g_{1}(\theta)+\varepsilon \frac{1}{r}(\cos \theta q(r \cos \theta, r \sin \theta)-\sin \theta p(r \cos \theta, r \sin \theta))
\end{aligned}
$$

Note that $g_{1}(\theta) \neq 0$ for all $\theta \in[0,2 \pi]$. Thus we take the quotient $\dot{r} / \dot{\theta}$ and we get the differential equation

$$
\begin{equation*}
\frac{d r}{d \theta}=F_{0}(r, \theta)+\varepsilon F_{1}(r, \theta)+\mathcal{O}\left(\varepsilon^{2}\right) \tag{8}
\end{equation*}
$$

in the standard form for applying the averaging theory of first order, where

$$
\begin{aligned}
F_{0}(r, \theta)= & \frac{f_{1}(\theta)}{g_{1}(\theta)} r \\
F_{1}(r, \theta)= & \frac{1}{r^{5} g_{1}(\theta)^{2}}(Q(r \cos \theta, r \sin \theta) p(r \cos \theta, r \sin \theta) \\
& -P(r \cos \theta, r \sin \theta) q(r \cos \theta, r \sin \theta))
\end{aligned}
$$

Note that the differential equation (8) satisfies the assumptions of Theorem 2. Consider $r\left(\theta, r_{0}\right)$ the periodic solution of the differential equation $\dot{r}=$ $r f_{1}(\theta) / g_{1}(\theta)$ such that $r\left(0, r_{0}\right)=r_{0}$. Solving this differential equation we obtain

$$
r\left(\theta, r_{0}\right)=k(\theta) r_{0}=r_{0} e^{k_{1}(\theta)} k_{2}(\theta)
$$

where

$$
k_{1}(\theta)=-\frac{a \alpha}{2 R}\left(\frac{(-3 \mu+R-1) \tan ^{-1}\left(\frac{\tan \theta}{\sqrt{3 \mu-R}}\right)}{\sqrt{3 \mu-R}}\right.
$$

$$
\begin{aligned}
& \left.+\frac{(3 \mu+R+1) \tan ^{-1}\left(\frac{\tan \theta}{\sqrt{3 \mu+R}}\right)}{\sqrt{3 \mu+R}}\right) \\
k_{2}(\theta)= & \sqrt{\sec ^{2} \theta}(3 \mu-R)^{\frac{R-\alpha b}{4 R}}(3 \mu+R)^{\frac{\alpha b+R}{4 R}}\left(\tan ^{2} \theta+3 \mu-\alpha R\right)^{\frac{1}{4}\left(\frac{b}{R}-1\right)} \\
& \cdot\left(\tan ^{2} \theta+3 \mu+\alpha R\right)^{-\frac{b+R}{4 R}}, \\
R= & \sqrt{9 \mu^{2}-1} .
\end{aligned}
$$

Solving the variational equation (6) for our differential equation (8) we get that the fundamental matrix of (6) is

$$
\begin{aligned}
M(\theta)= & \left(-2 a \alpha(-3 \mu+R-1) \sqrt{3 \mu+R} \tan ^{-1}\left(\frac{\tan \theta}{\sqrt{3 \mu-R}}\right)\right. \\
& -2 a \alpha \sqrt{3 \mu-R}(3 \mu+R+1) \tan ^{-1}\left(\frac{\tan \theta}{\sqrt{3 \mu+R}}\right)+\alpha \sqrt{3 \mu-R} \\
& \cdot \sqrt{3 \mu+R}(b-\alpha R) \log \left(\tan ^{2} \theta+3 \mu-R\right)-\alpha \sqrt{3 \mu-R} \\
& \cdot \sqrt{3 \mu+R}(b+\alpha R) \log \left(\tan ^{2} \theta+3 \mu+R\right)+\sqrt{3 \mu-R} \sqrt{3 \mu+R} \\
& \cdot(R-\alpha b) \log (3 \mu-R)+\sqrt{3 \mu-R} \sqrt{3 \mu+R}(\alpha b+R) \log (3 \mu+R) \\
& +2 R \sqrt{3 \mu-R} \sqrt{3 \mu+R} \log \left(\sec ^{2} \theta\right) \\
& +4 R \sqrt{3 \mu-R} \sqrt{3 \mu+R}) /(4 R \sqrt{3 \mu-R} \sqrt{3 \mu+R}) .
\end{aligned}
$$

Note that $M(\theta)$ does not depend on $r_{0}$. Using the polynomials $p$ and $q$ given in (3) and system (1) we have that the integrant of the integral (7) for our differential equation is

$$
\begin{equation*}
M^{-1}(\theta) F_{1}\left(\theta, r\left(\theta, r_{0}\right)\right)=\frac{F_{1}\left(\theta, r\left(\theta, r_{0}\right)\right)}{M(\theta)}=\frac{h(r, \theta)}{r^{5} g_{1}(\theta)^{2} M(\theta)} \tag{10}
\end{equation*}
$$

where
$h(r, \theta)=Q(r \cos \theta, r \sin \theta) p(r \cos \theta, r \sin \theta)-P(r \cos \theta, r \sin \theta) q(r \cos \theta, r \sin \theta)$.
Since $p$ and $q$ are sum of homogeneous polynomials (see eq. (3)), we can rewrite the equality (10) as follows

$$
\begin{aligned}
M^{-1}(\theta) F_{1}\left(\theta, r\left(\theta, r_{0}\right)\right) & =\sum_{i=0}^{n} \frac{B_{i}(\theta)}{g_{1}(\theta)^{2} M(\theta)} r\left(\theta, r_{0}\right)^{i-2} \\
& =\sum_{i=0}^{n} r_{0}^{i-2} \frac{B_{i}(\theta)\left(e^{k_{1}(\theta)} k_{2}(\theta)\right)^{i-2}}{g_{1}(\theta)^{2} M(\theta)} \\
& =\sum_{i=0}^{n} r_{0}^{i-2} A_{i}(\theta)
\end{aligned}
$$

Computing the integral (7) we have that

$$
\mathcal{F}\left(r_{0}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} M^{-1}(\theta) F_{1}\left(\theta, r\left(\theta, r_{0}\right) d \theta=\frac{1}{2 \pi} \sum_{i=0}^{n} r_{0}^{i-2} \int_{0}^{2 \pi} A_{i}(\theta) d \theta\right.
$$

If $i$ is even then Lemma 3 implies $B_{i}(\theta)=-B_{i}(\theta+\pi)$. Thus since $k_{1}(\theta)=k_{1}(\theta+\pi), k_{2}(\theta)=k_{2}(\theta+\pi)$ and $M(\theta)=M(\theta+\pi)$ we easily obtain

$$
\begin{aligned}
\int_{\pi}^{\frac{3 \pi}{2}} A_{i}(\theta) d \theta & =\int_{\pi}^{\frac{3 \pi}{2}} \frac{B_{i}(\theta)\left(e^{k_{1}(\theta)} k_{2}(\theta)\right)^{i-2}}{g_{1}(\theta)^{2} M(\theta)} d \theta \\
& =\int_{0}^{\frac{\pi}{2}} \frac{B_{i}(\theta+\pi)\left(e^{k_{1}(\theta+\pi)} k_{2}(\theta+\pi)\right)^{i-2}}{\left.\left.g_{1}(\theta+\pi)\right)^{2} M(\theta+\pi)\right)} d \theta \\
& =\int_{0}^{\frac{\pi}{2}}-\frac{B_{i}(\theta)\left(e^{k_{1}(\theta)} k_{2}(\theta)\right)^{i-2}}{g_{1}(\theta)^{2} M(\theta)} d \theta \\
& =-\int_{0}^{\frac{\pi}{2}} A_{i}(\theta) d \theta, \\
& =\int_{\frac{\pi}{2}}^{\pi} \frac{B_{i}(\theta+\pi)\left(e^{k_{1}(\theta+\pi)} k_{2}(\theta+\pi)\right)^{i-2}}{\left.\left.g_{1}(\theta+\pi)\right)^{2} M(\theta+\pi)\right)} d \theta \\
& =\int_{\frac{\pi}{2}}^{\pi}-\frac{B_{i}(\theta)\left(e^{k_{1}(\theta)} k_{2}(\theta)\right)^{i-2}}{g_{1}(\theta)^{2} M(\theta)} d \theta \\
\int_{\frac{3 \pi}{2}}^{2 \pi} A_{i}(\theta) d \theta & =\int_{\frac{3 \pi}{2 \pi}}^{B_{i}(\theta)\left(e^{k_{1}(\theta)} k_{2}(\theta)\right)^{i-2}} d \theta \\
g_{1}(\theta)^{2} M(\theta) & =-\int_{\frac{\pi}{2}}^{\pi} A_{i}(\theta) d \theta .
\end{aligned}
$$

Therefore for $i$ even we have

$$
\int_{0}^{2 \pi} A_{i}(\theta) d \theta=0
$$

Analogously if $i$ is odd then Lemma 3 implies $B_{i}(\theta)=B_{i}(\theta+\pi)$. Thus we easily can check that

$$
\int_{0}^{\frac{\pi}{2}} A_{i}(\theta) d \theta=\int_{\pi}^{\frac{3 \pi}{2}} A_{i}(\theta) d \theta \text { and } \int_{\frac{\pi}{2}}^{\pi} A_{i}(\theta) d \theta=\int_{\frac{3 \pi}{2}}^{2 \pi} A_{i}(\theta) d \theta .
$$

So we have

$$
\int_{0}^{2 \pi} A_{i}(\theta) d \theta=2 \int_{0}^{\pi} A_{i}(\theta) d \theta \neq 0
$$

because $A_{i}$ is a $\pi$-periodic even function. So the function $\mathcal{F}$ can be written in the following way

$$
\begin{equation*}
\mathcal{F}\left(r_{0}\right)=\frac{1}{2 \pi} \sum_{k=0}^{\left[\frac{n-1}{2}\right]} r_{0}^{2 k-1} \int_{0}^{2 \pi} A_{2 k+1}(\theta) d \theta \tag{11}
\end{equation*}
$$

Note that the coefficients $A_{2 k+1}(\theta)$ in (11) are linearly independent because the polynomials $p_{i}$ and $q_{i}$ are linearly independents. Thus the averaged function $\mathcal{F}$ has at most $[(n-1) / 2]$ simple zeros which correspond to the limit cycles of system (2) and Theorem 1 is proved.

## 4. Example

In this section we present an example that illustrates Theorem 1.
Consider the cubic polynomial homogeneous center

$$
\dot{x}=-y^{3}, \quad \dot{y}=x^{3}
$$

and its perturbation

$$
\begin{equation*}
\dot{x}=-y^{3}+\varepsilon\left(a_{1} x+a_{2} x^{3}+a_{3} x^{5}\right), \quad \dot{y}=x^{3} . \tag{12}
\end{equation*}
$$

Passing system (12) to the polar coordinates we get
$\dot{r}=r^{3}\left(\sin \theta \cos ^{3} \theta-\sin ^{3} \theta \cos \theta\right)+\varepsilon r \cos ^{2} \theta\left(a_{1}+a_{2} r^{2} \cos ^{2} \theta+a_{3} r^{4} \cos ^{4} \theta\right)$,
$\dot{\theta}=r^{2}\left(\sin ^{4} \theta+\cos ^{4} \theta\right)-\varepsilon \sin \theta \cos \theta\left(a_{1}+a_{2} r^{2} \cos ^{2} \theta+a_{3} r^{4} \cos ^{4} \theta\right)$.
Taking the quotient $\dot{r} / \dot{\theta}$ we obtain the following system in the standard form of Theorem 2 for applying the averaging theory

$$
\begin{equation*}
\frac{d r}{d \theta}=F_{0}(r, \theta)+\varepsilon F_{1}(r, \theta)+\mathcal{O}\left(\varepsilon^{2}\right) \tag{13}
\end{equation*}
$$

where

$$
\begin{aligned}
& F_{0}(r, \theta)=\frac{r \sin \theta \cos ^{3} \theta-r \sin ^{3} \theta \cos \theta}{\sin ^{4} \theta+\cos ^{4} \theta} \\
& F_{1}(r, \theta)=\frac{\cos ^{4} \theta\left(a_{1}+a_{2} r^{2} \cos ^{2} \theta+a_{3} r^{4} \cos ^{4} \theta\right)}{r\left(\sin ^{4} \theta+\cos ^{4} \theta\right)^{2}}
\end{aligned}
$$

Thus for system (13) we have

$$
\begin{aligned}
k(\theta) & =\frac{\sqrt{2}}{\sqrt[4]{\cos (4 \theta)+3}} \\
M(\theta) & =\frac{1}{4}(-\log (\cos (4 \theta)+3)+4+\log 4)
\end{aligned}
$$

and the integrant of the integral (7) of system (13) is

$$
\frac{A(\theta)+B(\theta) r_{0}^{2}+C(\theta) r_{0}^{4}}{r_{0}}
$$

where

$$
\begin{aligned}
A(\theta) & =a_{1} \frac{32 \sqrt{2} \cos ^{4} \theta}{(\cos (4 \theta)+3)^{7 / 4}(-\log (\cos (4 \theta)+3)+4+\log 4)} \\
B(\theta) & =a_{2} \frac{64 \sqrt{2} \cos ^{6} \theta}{(\cos (4 \theta)+3)^{9 / 4}(-\log (\cos (4 \theta)+3)+4+\log 4)} \\
C(\theta) & =a_{3} \frac{128 \sqrt{2} \cos ^{8} \theta}{(\cos (4 \theta)+3)^{11 / 4}(-\log (\cos (4 \theta)+3)+4+\log 4)}
\end{aligned}
$$

Computing numerically the integral (7) for system (13) we obtain

$$
\mathcal{F}\left(r_{0}\right)=\frac{3.72731 \ldots a_{1}+3.34745 \ldots a_{2} r_{0}^{2}+3.10284 \ldots a_{3} r_{0}^{4}}{r_{0}}
$$

Taking

$$
a_{1}=\frac{-1}{3.72731 \ldots}, \quad a_{2}=\frac{2}{3.34745 \ldots} \quad \text { and } \quad a_{3}=\frac{-0.1}{3.10284 \ldots},
$$

it is easy to check that the function $\mathcal{F}$ has two positive simple zeros given by

$$
r_{0}^{*}=0.716357 \ldots \quad \text { and } \quad r_{0}^{* *}=4.41439 \ldots
$$

which correspond to two limit cycles of the perturbed system (12) with $\varepsilon \neq 0$ sufficiently small.
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