LIMIT CYCLES BIFURCATING FROM A FAMILY OF
REVERSIBLE QUADRATIC CENTERS VIA
AVERAGING THEORY
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ABSTRACT. Consider the class of reversible quadratic systems
b=y, y=-z+a’+y’ -
with r > 0. These quadratic polynomial differential systems have a
center at the point ((1—+/1 + 472)/2,0) and the circle 2% +y? = r?
is one of the periodic orbits surrounding this center. These systems
can be written into the form
G=y+ @4+ A)a? - Ay, §= -z,

with A € (=2,0). We prove for all A € R that the averaging
theory up to seven order applied to this last system perturbed
inside the whole class of quadratic polynomial differential systems
can produce at most two limit cycles (respectively one limit cycle)
bifurcating from the periodic orbits surrounding the center (0,0)
of that system. Up to now this result was only know for A = —2
(see [22, 23]).

1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS

One of the important problems in the qualitative theory of differ-
ential equations is the study of their limit cycles. The second part of
the well-known Hilbert’s 16th problem [26] asks about the maximal
number and the possible relative positions of limit cycles in the planar
polynomial differential systems of degree n > 2. This problem is still
open, even for the case n = 2.

An easier problem than the Hilbert’s 16th problem is the study of
the number of limit cycles which can bifurcate from the periodic orbits
surrounding a center of a polynomial differential system. Many authors
these last years have studied this last problem restricted to the centers
of the quadratic polynomial differential systems, see for instance the
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Figure 1. The phase portrait in the Poincaré disc of system (1).

book of Christopher and Li [6] and the hundreds of references quoted
therein.

The tools for studying the limit cycles bifurcating from the peri-
odic orbits surrounding a center are the Poincaré return map (see
for instance [3, 20]), the Poincaré-Melnikov integrals (see for exam-
ple [13, 14]), the Abelian integrals (see [1, 6, 28]), the averaging theory
(see for instance [2, 7]), and the inverse integrating factor (see [11]).
While the first three methods only provide the number of bifurcated
limit cycles, the averaging method and method which use the inverse
integrating factor can also give the shape of bifurcated limit cycles. For
a general overview and more details about the mentioned methods see
reference [12].

According with Iliev [17] and using complex notation the centers
of the quadratic polynomial differential systems are classified into the
following five families:

i=—iz— 22+ 2|2> + (b+1i¢)z>,  Hamiltonian (QL),

5= —iz+az® + 2|z* + b2, Reversible (Q%),

3= —iz+ 422 +2|2)* + (b+ic)z%, |b+ic| =2, codimension four (Q),
b= —iz+ 2%+ (b+ic)Z?, Generalized Lotka-Voltera (Q5"),
3= —iz+ 2%, Hamiltonian triangle,

where a, b, ¢ are arbitrary real constants.

The major part of papers studying the bifurcation of limit cycles
from the periodic orbits surrounding a center consider centers of poly-
nomial Hamiltonian systems. Thus this problem for the centers of the
quadratic polynomial Hamiltonian systems has been solved completely,
see [5, 10, 15, 16, 19, 21].
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Here for r > 0 we consider the following family of quadratic polyno-
mial differential systems
(1) t=y, y=-ac+ad+y’—17
which have the circle 22 + y? = r? as a periodic orbit surrounding the
center ((1 —+/1+4r2)/2,0). The phase portraits in the Poincaré¢ disc
of these quadratic polynomial differential systems have been studied
in [25], see Figure 1. It is easy to check that system (1) has the non-
algebraic first integral

H(z,y) = e (2> +y* — r?).

Taking z = z + iy we obtain that any quadratic reversible center Q%
can be written in the following real form

2) d=y+(a+b+2)2*—(a+b—20% y=—z[1—2(a—"0b)yl.

There are some papers studying the limit cycles which bifurcate from
the periodic orbits surrounding the centers of (2) with a # b, see for
instance [4, 18]. The study of the case a = b is more difficult because the
first integral contains an exponential function. The following lemma
shows that system (1) is a reversible system (2) with a = b.

Lemma 1. Systems (1) are inside the class of Q% because they can be
written as

(3) b=y+ @A+ A’ - Ay, g =-a,

A
wherea:b:1+§ and A € (—=2,0).

This lemma is proved in section 3.

As far as we know the first work on the bifurcation of limit cycles from
the periodic orbits surrounding a center of a system (3) under quadratic
perturbations was done by Li [22] for A = —2 proving that at most 2
limit cycles bifurcate from that center. Note that for A = —2 system
(3) with the change of variables (z,y,t) — (x/2,y/2, —t) becomes the
system

i=—y-2’ -y’ Y=gz,
studied by Li. Later on Liu [23] provided a shorter proof of the result
of Li. In this paper we study this problem for all values of A.

From statement (ii) of Theorem 1 in Iliev [17] the essential quadratic
perturbations for finding the upper bound on the number of limit cycles
which can bifurcate from the periodic orbits surrounding the center
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(0,0) of the reversible quadratic polynomial differential systems (3)
under general quadratic perturbations are

(4)  2=(M(e) —i)z+ (a+iXs(e))2” + 22> + (b + iXs(e)) 2,

where we can take the Ai(e) for k = 1,3, 5 as real analytical functions
in e sufficiently small with A, (0) = 0. That is Ay(e) = %72 A\pe’. In
fact according with Iliev it would be sufficient to take A\x(g) = Age, but

since we shall use averaging theory up to order seven for studying the
limit cycles of system (4) it is convenient to take Ai(e) = 372 Apje’.

In short, for studying the maximum number of limit cycles which
can bifurcate from the periodic orbits surrounding the center (0,0) of
system (3) perturbed by a general quadratic polynomial, it is enough
to study for e # 0 sufficiently small the limit cycles of system (4), or
equivalently the limit cycles of system (4) written in the real variables
(z,y) where z = x + iy, i.e.

T = Yy + (4 + A)LL’2 - Ay2 + Z é?i ()\121’ + 2(>\5z - >\3@)$y) y
o) .
y =—r+ Zé‘i ()qu + ()\3@ + >\5i)(£€2 — y2)) .
i=1
Our main result is the following one.

Theorem 2. For |e| # 0 sufficiently small and for all A € R the
mazimum number of limit cycles of system (5) obtained using averaging
theory up to seven order is two.

Theorem 2 is proved in section 3.

As far as we know in this paper it is the first time that it is used in
an application the average functions until order seven. We note, as it
is shown in the proof of Theorem 2, that the two limit cycles can be
obtained already from the fifth average function when A € R\ {—4,6},
and only from the seventh average function when A € {—4,6}.

2. PRELIMINARY RESULTS

In this section we recall the results on the averaging theory that we
need for proving Theorem 2.

We consider a differential system of the form

k
(6) i =Y e'Ftz)+ MGt xe),
=1
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where F; : Rx D — R" fori=1,....,k, and G : Rx D X (—¢&g,&9) — R"
are continuous functions and T-periodic in the first variable, D is an
open subset of R” and ¢ a small parameter.

From [27] (see also (1.103), (1.104) and section 1.3.4 of [24]) we define
the functions y;(t,z) and the average functions f;(z) for i = 1,...,7
associated to system (6). In these functions we denote by 9FF,,(s, 2)
the k-th partial derivative of the function F,(s, z) with respect to the
variable z. Thus we have

yl(t,Z)I/O Fi(s, z)ds,
Ya(t,2) = /0 (2Fy(s, 2) + 20F (s, )y (s, 2)) ds,

t
ys(t, z) = / (6F3(8, 2) + 60F, (s, 2)y1(s, 2) + 302 Fi(s, 2)y1 (s, 2)*
0
+38F1(Sa Z)y2(8a Z)) dS,

t
yilt =) = / (24 (5, 2) + 240F3 (s, )y (5, =) + 1207 Fo(s, 2y (s, 2)?
0

+ 128F2(Sa Z)y2(s> Z) + 1202171 (37 Z)yl (37 Z)y2(s> Z)
+40°Fi (s, 2)y1 (s, 2)° + 40F (s, 2)ys(s, 2)) ds,

t
ys(t, 2) = / (120F5(s, 2) + 1200F (s, 2)y1 (s, 2) + 6002 Fy(s, =)y (s, 2)?
0

+ 600F3(s, 2)ya(s, 2) + 600* Fo(s, 2)y1(s, 2)ya(s, 2)
+200° (s, 2)y1 (s, 2)* + 200F3(s, 2)ys(s, 2))

+ 2007 F (s, 2)y1(s, 2)ys(s, 2) + 150°F1 (s, 2)ya(s, 2)?
+ 301 (s, 2)y1(s, 2)*ya(s, 2) + 50 Fi(s, 2)yi (s, 2)*
+50F (s, 2)ya(s, z)) ds.

t
ys(t, z) = / (T20F5(s, z) + T200F5(s, 2)y1 (s, z) + 3600F (s, 2)ya(s, 2)
0

+ 3600° Fy (s, 2)y1(s, 2)* + 1200F3(s, 2)ys(s, 2)

+ 3600 Fs (s, 2)y1(s, 2)y2(s, 2) + 1200° F3(s, 2)y1 (s, 2)°
+ 3005, (s, 2)ya(s, 2) + 1200° Fy(s, 2)y1 (s, 2)ys(s, 2)

+ 300* Fy (s, 2)y1 (s, 2)* + 900 Fy (s, 2)ya(s, 2)?

+ 1800° Fayy (s, 2)%ya(s, 2) 4+ 60F (s, 2)ys(s, 2)
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+ 300 Fy (s, 2)y1(8, 2)ya(s, 2) + 600> Fy (s, 2)y2(s, 2)ys(s, 2)
+ 600° Fy (s, 2)y1(s, 2)*y3(s, 2) + 600 Fy (s, 2)y1(s, 2)°ya(s, 2)
+900° Fy (s, 2)y1 (s, 2)ya(s, 2)* + 60°Fy (s, 2)y1 (s, 2)°) ds.

Moreover we have

T
filz) = % /0 Fi(t, 2)dt,
T
RO = 7 [ (B2 + R @) de
? T 1
f3(2) = f/o (Fg(t, z) + OFy(t, 2)y1(t, 2) + 582171(15, 2)ya(t, 2)*+
+%0F1(t, 2)ya(t, z)) dt,
1 /T 1
fa(z) = T/o <F4(t, 2) + OF3(t, 2)yi(t, z) + 582F2(t, 2y (t, 2)?
+%0F2(t, alt 2) + %82F1 (£, 2)u (1, 2)ya(t, 2)
+éa3F1 (t, 2)yi(t, 2)% + %8171 (t, 2)ys(t, z)) dt,
T
e = 5 (Fsu, )+ Ot 2 a(t,2) + 5O°F(t, 2ot =)
FLoB(t (. 2) + LBt )t D)t 2)

2
1
+=PFy(t, 2)y1(t, 2)® + gaFg(t, 2)ys(t, 2)

1
+_02F1 (ta Z)yl(t> Z)y3(t> Z) + gazFl (t> Z)y2(t> Z)2
1
+153F1 (t, 2)y1(t, 2)%y2(t, 2) + ﬁa4F1(t> 2)yi(t, 2)*

1
—i-ﬂaFl (t, 2)ya(t, z)) ds.

fol2) = % /0 (FG(t,z)+0F5(t,z)y1(t,z)+%8F4(t,z)y2(t,z)

1

1
+=0?Fy(t, 2)y1(t, 2)* + =OF3(t, 2)ys(t, 2)

) 6
1
+50°F(t, 2 J92(t,2) + SO Fs(t, 2)n (t, 2)°
1

1
+%—40F2(t, 2)ya(t, 2) + 682F2(t, 2y (L, 2)ys(t, 2)
1
+183F2(ta Z)yl(t7 Z)2y2(ta Z) + gang(t, Z)y?(ta Z)2

)
)

yi(t, z
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I, 4 1
—|—ﬁ8 Fg(t, Z)yl (t, Z) + maFll(t, Z)y5(t, Z)
+_82F1(t7 Z)yl (tv Z)y4(t7 Z) + 1_82F1(t7 Z)y2(t7 Z)y3(t7 Z)
+—3F\(t, 2)yi(t, 2)%ys(t, 2) + 58417’1 (t, 2)yi(t, 2)%ya(t, 2)

1 1
FP R0 (02 + 30 Filt (2 .
1

A= 3 [ (6,2 4 0RGs ns,2)
+10F5(8, 2)ya(s, z) + 102F5(s, 2)y1(s, 2)?
OG5, w5 2) + 50 Fi(s, 2 (s, s, 2
+=Fy(s,2)y1(s,2) + 2—140F3(s, 2)ya(s, 2)
g (s o)+ 1 Fs (s (s, 2205,
+2—84F3(s, 2)yi(s, 2)* + S0 F3(s, 2)ya(s, 2)?
13O (s 2) + 510, (s, s, 2
50 Flo, (s a2 + gfm (s, 2)%9s(5,2)
50 Ba(s, (s, Vsl 2) + 7350 Ba(s, (s, 2P
50 Ba(s, (s, sl 2) + =0 (5, 2}y, 2
301, 215 2)s(s. 2) + 50 Fi(s, a5, s, (s, 2
0 i (5 (012)+ 550" Fi s
300" o (5. 0(0,2) + 05 ) s 2
6 6 2
B L
+ P Fils, (s, 2+ P Fals, 2)ys(s, ) ) ds.

If we denote the solution of the differential system (6) with z(¢, z, ¢)
such that (0, z,¢) = z, then we have

7

(T, z,e) — z = Zefi(z) +...

1=1

Therefore by using the Implicit Function Theorem we conclude that if
fi(z) = fa(z) = ... = fr—1(2) =0 and fi(z) # 0, then the simple zeros
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of fr(z) provide limit cycles of the differential system (6). For more
details see Theorem A of [27].

3. PROOF OF THEOREM 2
Before proving Theorem 2 we prove Lemma 1.

Proof of Lemma 1. First we translate the center ((1 — /1 + 4r2)/2,0)
of the differential system (1) to the origin of coordinates and we obtain
the differential system

(7) i =y, y:—\/1+4r2x+x2+y2.

Doing the linear change (z,y) = (v/+/(1 + 4r?),u) we write the linear
part of the differential system (7) into its canonlcal real Jordan normal
form, and system (7) becomes

2

v
V1 + 4r2’

u=—+/(1+4r?)v+u*+
=1 +4r?)u
Performing the transformation v = a X, v = gY with

(m—1)

(8)

(14 4r?

Y

and changing (X,Y) by (z,y) the differential system (8) becomes sys-
1—V1+4r2

2

tem (3) with A = . Moreover system (3) is into the form

r

A
(2) of reversible quadratic centers taking a = b= 1+ 5 O

Proof of Theorem 1. The aim of this section is to study the limit cycles
of the quadratic system (5) when e # 0 is sufficiently small by using
the averaging theory of six order.

We see that system (5) has a center at the origin and the linear part
of the system is in its canonical real Jordan normal form when ¢ = 0.
We consider the change to polar coordinates x = rcosf, y = rsinf
and we get the differential system (5) in polar coordinates (7, ).

After rescaling the variable r as r = R and taking the angle 6 as
the new independent variable, we obtain the differential equation

(9) dR Z»SZF 0, R) + O(e"),
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Now we can apply the averaging theory described in section 2 to this
differential system, because system (9) is equivalent to system (6) tak-
ingz=R,t=0and T = 27.

For the differential equation (9) we have that F; = F;(0, R) for i =
1,2,3,4 are

F1:
F2:

Fs =

—A1 R+ —cosO((A + 2) cos(20) + 2) R?,

—)\12R + sin G(COS(QG)((A + 2))\11 — 2)\51) + 2)\11 + )\31 - >\51)R2
+% in(20) (A + 2) cos(26) + 2)2R°,

—)\13R + (Sin 9(008(29)((14 + 2))\12 — 2)\52) + 2)\12 + )\32 - )\52)

—A11(A31 cos 6 + Asp cos(30))) R? + %((A + 2) cos(20) + 2)
(COS(49)((A + 2))\11 — 4)\51) — 2A)\11 COS(QQ)
+(A = 2)A11 — 4)31)R? — sin? 0 cos O((A + 2) cos(20) + 2)3 R4,

=AM R+ (sin 0(cos(20) ((A 4+ 2)A13 — 2X53) + 2M13 + A33 — As3)
+cos 0(—=A11A32 — A2 As31) — cos(360) (A1 As2 + A2 s1) ) B2

g (~2c05(46) (4% — 4) Ao + 8s2) — 2((42 + 4) My + 8
+4sin(20) (A — 2)A\1 X510 + 4 1131 + As1(Ag1 — 2X51))
+4X118in(40) (A + 2)A31 — (A — 2)A51) + 451 8in(60)
((A+2)A11 — As1) +cos(20)((A — 2)(3A + 2) A2

—4(A+2)(2A32 + As2)) + (A +2) cos(60) (A + 2) A2 — 4)s52)) R
—I—i sin 0((A + 2) cos(20) + 2)%(2 cos(20)(AN11 + A31 + As1)
—cos(40) (A + 2)A11 — 6X51) — ANy + 2Xq; + 6A3) R

+sin® @ cos O((A + 2) cos(20) + 2)* R°.

We do not provide the functions F;(0, R) for i = 5,6, 7 because their
expressions are huge, and they are easy to compute with the help of
an algebraic manipulator as mathematica or mapple.

From the formulas of section 2 we can compute again by using an
algebraic manipulator as mathematica or mapple the average functions.
Thus the average function of first order is

fl(R) — —>\11R.

It is clear that fi(R) = 0 has no positive roots. Therefore we get no
information about the bifurcated limit cycles of system (5) from the
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average function of first order. By setting A;; = 0, we have f;(R) = 0.
So computing the average function of second order we obtain

fg(R) — —>\12R.

Again f5(R) does not provide any information about the limit cycles.
Taking A\ = 0 we compute the third order average function

fg(R) = —)\13R — 2)\31R3.

Clearly equation f3(R) = 0 has at most one simple positive root, show-
ing that the third average function can provide one limit cycle for the
differential equation (9).

If A3 = Ag1 = 0, then f3(R) = 0 and we compute the fourth order
average function
f4(R) = —)\14R — 2)\32R3.
Therefore as in the case of the third average function the fourth one
can provide at most one limit cycle for the differential equation (9).

By setting A4 = A\3o = 0 we compute
1
f5(R) = —A15R — 233 R® — g(A —6)(A+4)\5 R,

It follows immediately that equation f5(R) = 0 can have at most two
simple positive roots if A ¢ {—4,6}, and consequently the fifth average
function can provide at most two limit cycles for the differential equa-
tion (9) if A ¢ {—4,6}. When A € {—4,6} as for the third average
function the fifth average function can provide at most one limit cycle
for the differential equation (9). Now we must distinguish three cases.

Case 1: A5 = A33 = A51 = 0. Then we compute the sixth order
averaging function and we obtain

1
fG(R) - —)\16R - 2)\34R3 - g(A - 6)(A + 4))\52R5.
So the same conclusions than for the fifth average function, and we
must consider three subcases.

Subcase 1.1: Mg = X34 = A52 = 0 and we obtain the seventh order
averaging function

1
f7(R) = =A17R — 2)35R® — g(A —6)(A+4)\53R°.

Again the same conclusions than for the fifth average function.

Subcase 1.2: Mg = A3y = 0, A = —4. Then the seventh order averaging
function is

(10) f7(R) = =M1z R — 2)35R”.
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So equation f7(R) = 0 can have at most one simple positive root, and
consequently the seventh average function can provide at most one
limit cycle for the differential equation (9).

Subcase 1.3: Mg = N34 = 0, A = 6. Therefore the seventh order
averaging function is (10). So the same conclusion than in the subcase
1.2.

Case2: \i5 = \33 = 0, A = —4 and we obtain the sixth order averaging
function

(11) fo(R) = —AigR — 2A34 R®.

Therefore in this case we can obtain at most one limit cycle for the
differential equation (9). Taking Ajg = A34 = 0 we get that the seventh
order averaging function is

11011
1296

Hence equation f7(R) = 0 can have at most two simple positive roots,
and consequently the seventh average function can provide at most two
limit cycles for the differential equation (9). In short, when A = —4
the two limit cycles appear in order seven and not in order five as it is
the case for A € R\ {—4,6}.

Case 3: A5 = X33 = 0, A = 6 and we obtain the sixth order average
function is (11). So at most one limit cycle at order sixth. Taking
A6 = A34 = 0 we get that the seventh order averaging function is

193594
81

Again as in the case A = —4 for A = 6 the two limit cycles do not
appear until order seven.

f7(R) = _)‘17R - 2)\35R3 + )\51R7.

fr(R) = =Xz R — 235 R* — s R

This completes the proof of Theorem 2. O
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