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THE LIMIT CYCLES

OF A CLASS OF QUINTIC POLYNOMIAL VECTOR FIELDS

JAUME LLIBRE1 AND TAYEB SALHI2

Abstract. Using the inverse integrating factor we study the limit cycles of a
class of polynomial vector fields of degree 5.

1. Introduction and statement of the main results

One of the main problems in the qualitative theory of differential equations is the
study of the limit cycles of planar differential systems and specially of the planar
polynomial differential systems, see for instance the book of Ye Yanqian et al.
[17] dedicated only to study the limit cycles, mainly of the polynomial differential
systems of degree 2. The main interest for studying the limit cycles of the planar
polynomial differential systems is due to the 16-th Hilbert problem, see for instance
[13] and [15]. Many recent papers are also dedicated to the study of the limit cycles,
see for instance the papers [2, 3, 6, 12, 16] which are more related with our present
work.

In this paper we shall study the limit cycles of a class of two–dimensional au-
tonomous polynomial differential systems of the form

(1)
ẋ = P (x, y),
ẏ = Q(x, y),

where
P (x, y) = λx+ 2aby + P3(x, y) + P5(x, y),
Q(x, y) = −2abx+ λy +Q3(x, y) +Q5(x, y),

and P3, Q3, P5 and Q5 are homogeneous polynomials of degree 3, 3, 5 and 5
respectively.

Probably the most difficult and, in general, unsolved problem for planar differ-
ential systems is the determination of their limit cycles. We recall that a limit cycle
is an isolated periodic solution in the set of all periodic solutions of system (1).

In 1996 Giacomini, Llibre and Viano [6] introduced a new method for studying
the existence and nonexistence of limit cycles of planar vector fields. This method
is based on the following result.

2010 Mathematics Subject Classification. 34C29, 34C25, 47H11.
Key words and phrases. limit cycle, periodic orbit, inverse integrating factor, polynomial vector

field.
∗ The first author is partially supported by a MCYT/FEDER grant MTM2008–03437, by a

CIRIT grant number 2009SGR–410 and by ICREA Academia. The second author is partially

supported by the Algerian Ministry of Higher Education and Scientific Research under project
B03320090002.

1



2 J. LLIBRE, T. SALHI

Theorem 1. Let (1) be a C1 differential system defined in the open subset U of
R2. Let V = V (x, y) be a C1 solution of the linear partial differential equation

(2) P
∂V

∂x
+Q

∂V

∂y
−
(
∂P

∂x
+

∂Q

∂y

)
V = 0,

defined in U . If γ is a limit cycle of the differential system (1), then γ is contained
in Σ = {(x, y) ∈ U : V (x, y) = 0}.

For an easy proof of Theorem 1 see [16].

In fact the function V (x, y) is the inverse of an integrating factor of the differ-
ential system (1). This function has also been used for studying the limit cycles
bifurcating from a center, Hamiltonian or not, see [7, 8, 9]; or the semistable limit
cycles see [10]. For a recent summary of the applications of the inverse integrating
function V see [5].

Here we shall study the limit cycles of the following 3–parametric class of quintic
polynomial differential systems:

(3)

ẋ = λx+ 2aby − λ(a+ 1)

a
x3 − 2(−a+ b+ 2ab)x2y − λ(b+ 1)

b
xy2 − 4aby3

+
λ

a
x5 − 2(a− 2b)x4y +

λ(a+ b)

ab
x3y2 + 4bx2y3 +

λ

b
xy4 + 2ay5,

ẏ = −2abx+ λy + 4abx3 − λ(1 + a)

a
x2y + 2(a− b+ 2ab)xy2 − λ(1 + b)

b
y3

−2bx5 +
λ

a
x4y − 4ax3y2 +

λ(a+ b)

ab
x2y3 − 2(2a− b)xy4 +

λ

b
y5.

The parameters are λ, a and b with ab ̸= 0.

We denote by O the equilibrium point located at the origin of coordinates of
system (3).

Let γ be a limit cycle of system (3). The stable manifold of γ is formed by all
the orbits of system (3) having as ω–limit the limit cycle γ. Similarly, the unstable
manifold of γ is formed by all the orbits of system (3) having as α–limit the limit
cycle γ. For a definition of ω–limit and α–limit see for instance the Chapter 1 of
[4].

Our main result on the limit cycles of system (3) is the following one.

Theorem 2. For the polynomial differential system (3) with ab ̸= 0 the following
statements hold.

(a) If λ = 0, then system (3) has no limit cycles.
(b) If a < 0 and 0 < b ≤ 1, or 0 < a ≤ 1 and b < 0, or a ≥ 1 and 0 < b ≤ 1,

or 0 < a ≤ 1 and b ≥ 1, then system (3) has no limit cycles.
(c) Assume λ ̸= 0. If either a < 0 and b > 1, or a > 1 and b < 0, then system

(3) has exactly one limit cycle γ surrounding the origin O. Moreover, the
stable (respectively unstable) manifold of γ is R2 \{O} if λ > 0 (respectively
λ < 0).

(d) Assume λ ̸= 0. If a < 0 and b < 0, then system (3) has at most one limit
cycle.

(e) If λ ̸= 0, 0 < a < 1 and 0 < b < 1, then system (3) has exactly two limit
cycles γ1 and γ2. Assume that Rk is the bounded open region limited by
γk, and that γ1 ⊂ R2. Then, the stable (respectively unstable) manifold of
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γ1 is R2 \ {O} if λ > 0 (respectively λ < 0), and the unstable (respectively
stable) manifold of γ2 is R2 \ {Cl(R1)} if λ > 0 (respectively λ < 0).

(f) If λ ̸= 0, a > 1 and b > 1, then system (3) has at most two limit cycles.

Theorem 2 is proved in section 3. We note that the statements of Theorem 2
covers all the the possible values for the parameters λ, a, b ∈ R with ab ̸= 0.

More important than the Theorem 2 itself, are the tools for proving it that can
be applied to other classes of planar differential systems.

We believe that the following two open questions have a positive answer.

Open Question 1. Is it true that the polynomial differential system (3) under the
assumptions of statement (d) of Theorem 2 has exactly one limit cycle?

Open Question 2. Is it true that the polynomial differential system (3) under the
assumptions of statement (f) of Theorem 2 has exactly two limit cycles?

In the next section we recall the basic results of the Poincaré compactification of
a polynomial differential system in the plane, for more details see for instance [11],
or the Chapter 5 of [4]. In particular we describe the dynamics of the polynomial
differential system (3) in a neighborhood of the infinity.

In this paper we have used ideas of Chavarriga, Giacomini and Giné [3].

In the next section we characterize the dynamics of the polynomial differential
system (3) in a neighborhood of the infinity.

2. Poincaré compactification

Let X = (P,Q) ∈ Pn(R2) be any planar polynomial vector field of degree n,
i.e. P and Q are polynomials in the variables x and y such that the maximum
degree of the degrees of P and Q is n. The Poincaré compactified vector field p(X)
corresponding to X is an analytic vector field induced on the 2–dimensional sphere
S2 as follows.

Let S2 = {y = (y1, y2, y3) ∈ R3 : y21 + y22 + y23 = 1} (the Poincaré sphere) and
TyS2 be the tangent space to S2 at point y. Consider the central projection f :
T(0,0,1)S2 → S2. This map defines two copies of X, one in the northern hemisphere
and the other in the southern hemisphere. Denote by X ′ the vector field Df ◦X
defined on S2 except on its equator S1 = {y ∈ S2 : y3 = 0}. Clearly S1 is identified
to the infinity of R2. In order to extend X ′ to a vector field on S2 (including S1) it
is necessary that X satisfies suitable conditions. In the case that X ∈ Pn(R2), p(X)
is the only analytic extension of yn−1

3 X ′ to S2. On S2\S1 there are two symmetric
copies of X, and knowing the behavior of p(X) around S1, we know the behavior
of X at infinity. The projection of the closed northern hemisphere of S2 on y3 = 0
under (y1, y2, y3) 7−→ (y1, y2) is called the Poincaré disc, and it is denoted by D2.
The Poincaré compactification has the property that S1 is invariant under the flow
of p(X).

In this paper we say that two polynomial vector fields X and Y on R2 are
topologically equivalent if there exists a homeomorphism on S2 preserving the infinity
S1 carrying orbits of the flow induced by p(X) into orbits of the flow induced by
p(Y ), preserving or reversing simultaneously the sense of all orbits.

As S2 is a differentiable manifold, for computing the expression of p(X), we can
consider the six local charts Ui = {y ∈ S2 : yi > 0}, and Vi = {y ∈ S2 : yi < 0}
where i = 1, 2, 3; and the diffeomorphisms Fi : Ui → R2 and Gi : Vi → R2 for
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i = 1, 2, 3 are the inverses of the central projections from the planes tangent at
the points (1, 0, 0), (−1, 0, 0), (0, 1, 0), (0,−1, 0), (0, 0, 1) and (0, 0,−1) respectively.
If we denote by (u, v) the value of Fi(y) or Gi(y) for any i = 1, 2, 3 (so (u, v)
represents different things according to the local charts under consideration), then
some easy computations give for the vector field p(X) the following expressions:

vn∆(u, v)

(
Q

(
1

v
,
u

v

)
− uP

(
1

v
,
u

v

)
,−vP

(
1

v
,
u

v

))
in U1,(4)

vn∆(u, v)

(
P

(
u

v
,
1

v

)
− uQ

(
u

v
,
1

v

)
,−vQ

(
u

v
,
1

v

))
in U2,(5)

∆(u, v) (P (u, v), Q(u, v)) in U3,

where ∆(u, v) = (u2 + v2 + 1)−
1
2 (n−1). The expression for Vi is the same as that

for Ui except for a multiplicative factor (−1)n−1. In these coordinates for i = 1, 2,
v = 0 always denotes the points of S1. In what follows we omit the factor ∆(u, v)
by rescaling the vector field p(X). Thus we obtain a polynomial vector field in each
local chart.

The singular points of the vector field p(X) on the infinity, i.e. on S1 are called
the infinite singular points of the vector X. Due to the fact that the expression
for Vi is the same as that for Ui except for a multiplicative factor (−1)n−1, it
follows that the infinite singular points appears by pairs diametrally opposite in
the Poincaré disc. Moreover, once we have studied the infinite singular points in
the local chart U1 and consequently also in the local chart V1, only it is necessary
to study if the origin of the local chart U2 is an infinite singular point.

Proposition 3. The following statements hold for the polynomial differential sys-
tem (3) with ab ̸= 0.

(a) If ab > 0 then the infinity S1 of system (3) is formed by a periodic orbit.
(b) If ab < 0 then at infinity there are only two pairs of infinite singular points,

that in the local chart U1 have coordinates (±
√

−b/a, 0). Moreover, these
two singular points are saddles.

Proof. Since the infinity S1 is invariant by the flow of the Poincaré compactification
p(X), i.e. it is formed by orbits of p(X), in order to proof the statement (a) of the
proposition it is sufficient to show that the Poincaré compactification of system (3)
has no infinite singular points.

Using (4) we obtain that the Poincaré compactification of system (3) in the local
chart U1 is given by

u̇ = −2au6 + 4abv2u4 − 2(2a+ b)u4 − 2abv4u2 + 8abv2u2 − 2(a+ 2b)u2

−2abv4 + 4abv2 − 2b,

v̇ = −2avu5 − vλu4

b
+ 4abv3u3 − 4bvu3 +

(b+ 1)v3λu2

b
− (a+ b)vλu2

ab

−2abv5u+ 2(2ba− a+ b)v3u+ 2(a− 2b)vu− v5λ+
(a+ 1)v3λ

a
− vλ

a
.

Then the infinite singular points (u∗, 0) must satisfy that u∗ is a zero of

u̇|v=0 = −2(1 + u2)2(b+ au2).

So u∗ = ±
√

−b/a. Consequently they exist if ab < 0.
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The eigenvalues at the singular point (
√
−b/a, 0) are

4

b
(a− b)2

(
− b

a

)3/2

,
2

a
(a− b)2

√
− b

a
,

and at the singular point (−
√
−b/a, 0) are

4

a
(a− b)2

√
− b

a
,

2

b
(a− b)2

(
− b

a

)3/2

.

Since these singular points exist when ab < 0, it follows that both singular points
are saddles, for more details see for instance Theorem 65 of [1], or Theorem 2.19 of
[4].

The proposition will be proved if we check that the origin of the local chart U2

is not an infinite singular point. Using (5) we obtain that the Poincaré compactifi-
cation of system (3) in the local chart U2 is given by

u̇ = 2bu6 − 4abv2u4 + 2(a+ 2b)u4 + 2abv4u2 − 8abv2u2 + 2(2a+ b)u2

+2abv4 − 4abv2 + 2a,

v̇ = 2bvu5 − vλu4

a
− 4abv3u3 + 4avu3 +

(a+ 1)v3λu2

a
− (a+ b)vλu2

ab

+2abv5u− 2(2ba+ a− b)v3u+ 2(2a− b)vu− v5λ+
(b+ 1)v3λ

b
− vλ

b
.

The origin (0, 0) of U2 is not a singular point because u̇|(u=0,v=0) = 2a ̸= 0. This
completes the proof of the proposition. �

3. Proof of Theorem 2

Let U be an open subset of R2. We recall that a C1 function H : U → R is a first
integral of the differential system (1) if H is constant on every solution (x(t), y(t))
of system (1) contained in U ; i.e. if XH = 0 in U where

X = P (x, y)
∂

∂x
+Q(x, y)

∂

∂y
.

The following result is well known, for a proof see for instance Theorem 3 of
Chapter 11 of [14].

Lemma 4. Let H : U → R be a first integral of the differential system (1). Then
system (1) has no limit cycles contained in U .

Proof of statement (a) of Theorem 2. We define the rational function

H = H(x, y) =
(x2 + y2)(x2 + y2 − 1)

x2

a
+

y2

b
− 1

.

Then it is easy to check that H is a first integral of system (3) with λ = 0 and
ab ̸= 0 defined in

R2 \
{
(x, y) ∈ R2 :

x2

a
+

y2

b
= 1

}
,

and that 1/H is a first integral of system (3) with λ = 0 and ab ̸= 0 defined in

R2 \ {(x, y) ∈ R2 : (x2 + y2)(x2 + y2 − 1) = 0}.
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Since the domains of the definitions of the first integrals H and 1/H cover all
the plane R2, by Lemma 4 it follows that system (3) with λ = 0 and ab ̸= 0 has no
limit cycles. �

In order to prove the remaining statements of Theorem 2 we shall need the
following results.

Lemma 5. The polynomial

(6) V = V (x, y) = (x2 + y2)(x2 + y2 − 1)

(
x2

a
+

y2

b
− 1

)
,

is an inverse integrating factor of the polynomial differential system (3) with ab ̸= 0.

Proof. It is easy to check that the function V given by (6) satisfies equation (2) for
the polynomial differential system (3). �
Lemma 6. The unique possible limit cycles of the polynomial differential system

(3) with ab ̸= 0 are the unit circle x2 + y2 = 1 and the ellipse
x2

a
+

y2

b
= 1 when

a > 0 and b > 0.

Proof. From (2) we have that V̇ |V=0 = 0, so the curve V = 0 given by (6) is formed
by orbits of system (3). Two of these orbits do not change with the parameters of
systems, are the equilibrium point at the origin x2 + y2 = 0, and the unit circle

x2 + y2 = 1. We note that the conic
x2

a
+

y2

b
= 1 is an ellipse if and only if a > 0

and b > 0. Now, Theorem 1 completes the proof of this lemma. �
In what follows for the system (3) the equilibrium point at the origin x2+y2 = 0

will be denoted by O, the unit circle x2 + y2 = 1 will be denoted by C, and the

conic
x2

a
+

y2

b
= 1 will be denoted by E independently if it is an ellipse or not.

We shall prove the different statements of Theorem 2.

Proof of statement (f) of Theorem 2. The proof of this statement follows immedi-
ately from Lemma 6. �
Proof of statement (d) of Theorem 2. The proof of this statement follows immedi-
ately from Lemma 6 taking into account that now the curve E is not an ellipse. �
Proof of statement (b) of Theorem 2. We shall study the intersection of the circle
C with the curve E. Both curves are invariant by the flow of system (3) because
they are formed by orbits of this system. Therefore, the intersection points of both
curves are either

(7)

(
±
√

a− ab

a− b
,±
√

ab− b

a− b

)
if a(1− b)(a− b) ≥ 0, b(a− 1)(a− b) ≥ 0, a ̸= b,

or the circle C if a = b = 1. These intersection points are equilibrium points of
system (3). It is easy to check that such points are real if and only if the assumptions
of statement (b) are satisfied. Consequently under these assumptions on the circle
C there are equilibrium points, and on the ellipse E if a > 0 and b > 0 also there
are equilibrium points. Hence statement (b) is proved. �
Lemma 7. The following statements hold for the polynomial differential system
(3) with ab ̸= 0. The origin is an equilibrium point with eigenvalues λ± 2abi.
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(a) If λ ̸= 0, then the origin is a focus, stable if λ < 0, and unstable if λ > 0.
(b) If λ = 0, then the origin is a center.

Proof. It follows immediately of the Hartman-Grobman Theorem, see for instance
Theorem 65 of [1], or Theorem 2.19 of [4]. �

Lemma 8. For the polynomial differential system (3) with ab ̸= 0 the possible
equilibrium points on the unit circle C are given by (7), and the possible equilibrium
points on the ellipse E when a > 0 and b > 0 are also given by (7).

Proof. From the proof of statement (b) we know that the points (7), when they are
real, are equilibrium points leaving on the unit circle C and on the conic E.

If we calculate the possible equilibrium points of system (3) on the unit circle
we only get the points (7).

If we calculate the possible equilibrium points of system (3) on the ellipse E
when a > 0 and b > 0 we obtain the points (7) and the points(

±
√

ab

b− a
,±
√

ab

a− b

)
.

Clearly, since a > 0 and b > 0 these last four points are never real. So the lemma
is proved. �

Lemma 9. The origin O is the unique finite equilibrium point of the polynomial
differential system (3) with ab ̸= 0 if either a < 0 and b > 1, or 0 < a < 1 and
0 < b < 1, or a > 1 and b < 0.

Proof. We write system (3) in polar coordinates (r, θ) where x = r cos θ and y =
r sin θ. Then we have

ṙ =
r
(
1− r2

) (
((−a− b)λ+ (a− b) cos(2θ)λ+ 2a(a− b)b sin(2θ))r2 + 2abλ

)
2ab

,

θ̇ = (−a− b+ (a− b) cos(2θ))r4 + 4abr2 − 2ab.

If we solve θ̇ = 0 with respect to the variable r2 we obtain

r2 =
−4ab±

√
16a2b2 + 8ab(−a− b+ (a− b) cos(2θ))

2(−a− b+ (a− b) cos(2θ))
.

In order that the system cannot have other equilibrium points different from the
origin we must have

16a2b2 + 8ab(−a− b+ (a− b) cos(2θ)) < 0,

for all θ. It is easy to verify that this is the case for the three regions of the
statement of this lemma. �

Proof of statement (c) of Theorem 2. From Lemma 6 it follows that the unique
possible limit cycle of system (3) under the assumptions of statement (c) is the
unit circle C. Moreover, by Lemma 8 there are no equilibrium points on C. There-
fore, since is C is invariant by the flow of system (3), it follows that C is a periodic
orbit.

On the other hand C surrounds the origin O, which is a focus (see Lemma 7).
We can define the Poincaré return map π from the positive x–axis into itself. Since
the differential system (3) is analytic, the map π is also analytic (for more details
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see for instance the section 1.6 of [4]). Since the origin is a focus, this Poincaré
map π cannot be the identity. By analyticity it has at most a discrete number of
fixed points, i.e. of periodic orbits. Since they are isolated in the set of all periodic
orbits, they are limit cycles. But the unique limit cycle that the system can have
is the unit circle C. Hence, C is a limit cycle.

In short, in R2 the unique separatrices of system (3) are the equilibrium point
at the origin and the limit cycle C, see the definition of separatrix in section 1.8 of
[4]. Then, using the result of Lemma 7, and the Poincaré–Bendixson Theorem (see
Theorem 1.25 of [4]), the proof of statement (c) is completed. �

Proof of statement (e) of Theorem 2. From Lemma 6 it follows that the unique
possible limit cycle of system (3) under the assumptions of statement (e) are the
unit circle C and the ellipse E. Moreover, by Lemma 8 there are no equilibrium
points on C and on E. Therefore, since C and E are invariant by the flow of system
(3), it follows that C and E are periodic orbits.

On the other hand C and E surround the origin O, which is a focus (see Lemma
7). We can define the Poincaré return map π from the positive x–axis into itself.
Since the differential system (3) is analytic, the map π is also analytic. Since the
origin is a focus, this Poincaré map π cannot be the identity. By analyticity it
has at most a discrete number of fixed points, i.e. of periodic orbits. Since they
are isolated in the set of all periodic orbits, they are limit cycles. But the unique
possible limit cycles that the system can have are the unit circle C and the ellipse
E. Therefore, C and E are limit cycles.

In short, in R2 the unique separatrices of system (3) are the equilibrium point at
the origin and the limit cycles C and E. Then, using the result of Lemma 7, and
the Poincaré–Bendixson Theorem, the proof of statement (e) is completed. �

In short we have proved all the statements of Theorem 2.

We note that the difficulties for proving the two open questions stated in section
1 come from the fact that under the corresponding assumptions of these open
questions the differential system (3) have additional equilibrium points, and the
global dynamics of the system becomes more difficult to control.
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