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#### Abstract

We study the existence of first integrals for the class of reversible and equivariant quadratic polynomial differential systems in the plane. We put special emphasis in the study of the analytic first integrals.


## 1. Introduction

For a planar differential system the existence of a first integral determines completely its phase portrait. However the explicit computation of first integrals is not an easy task. A first step is to compute those first integrals in different classes of functions such as the class of analytic functions.

These last years quadratic vector fields have been investigated intensively as one of the easiest families of nonlinear differential systems, and more than one thousand papers have been published about these vector fields (see for instance $[2,8,10,9]$ ), but the problem of classifying all the integrable quadratic vector fields remains open. For more information on the integrable differential vector fields in dimension 2 , see for instance [3].

The reversible and the equivariant differential equations have symmetries and this is important because a symmetry of a differential equation is a transformation that sends solutions to solutions simplifying the study of these differential systems. The equations describing a physical or a biological system often exhibit symmetries, therefore it is important to study such classes of systems. Reversible systems have an additional importance because reversibility has similar implications for the eigenvalues as in the Hamiltonian systems.

Let $\varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be an involution, that is, $\varphi \circ \varphi=\mathrm{Id}$. We say that a polynomial vector field $X$ is $\varphi$-reversible, if $X$ satisfies

$$
D \varphi(p) X(p)=-X \circ \varphi(p) \text {, for all } p \in \mathbb{R}^{2},
$$

and we say that $X$ is $\varphi$-equivariant, if $X$ satisfies

$$
D \varphi(p) X(p)=X \circ \varphi(p) \text {, for all } p \in \mathbb{R}^{2} .
$$

In this paper we characterize the existence of analytic first integrals for all $\varphi$-reversible and $\varphi$-equivariant quadratic polynomial vector fields in the plane.

[^0]It will be proved in section 2 that it is enough to consider the involution $\varphi(x, y)=(x,-y)$. This result is not new (see for instance [6]) but since it is easy to prove we show it here for completeness.

Since $\varphi(x, y)=(x,-y)$ it is easy to obtain that the $\varphi$-reversible quadratic polynomial vector fields in $\mathbb{R}^{2}$ have the form

$$
\begin{align*}
& x^{\prime}=y\left(a_{0}+a_{1} x\right), \\
& y^{\prime}=b_{0}+b_{1} x+b_{2} x^{2}+b_{3} y^{2} \tag{1}
\end{align*}
$$

where $a_{0}, a_{1}, b_{0}, b_{1}, b_{2}, b_{3} \in \mathbb{R}$, and that the $\varphi$-equivariant quadratic polynomial vector fields have the form

$$
\begin{align*}
x^{\prime} & =a_{0}+a_{1} x+a_{2} x^{2}+a_{3} y^{2}  \tag{2}\\
y^{\prime} & =\left(b_{0}+b_{1} x\right) y
\end{align*}
$$

where $a_{0}, a_{1}, a_{2}, a_{3}, b_{0}, b_{1} \in \mathbb{R}$.
Let $U$ be an open subset of $\mathbb{R}^{2}$ such that $\mathbb{R}^{2} \backslash U$ has zero Lebesgue measure. A non-constant function $H: U \rightarrow \mathbb{R}$ is a first integral of the differential system (1) (respectively (2)) if it is constant on the solutions of system (1) (respectively (2)) contained in $U$. When a differential system has a first integral we say that it is integrable. We say that the first integral $H$ is analytic when the function $H$ is analytic in $U$ and in this case the system is called analytically integrable. When $U=\mathbb{R}^{2}$ we say that $H$ is a global analytic first integral.

The main objective of this paper is to study the existence of analytic first integrals for systems (1) and (2). We shall see that system (1) is always analytically integrable, see Theorem 1 . For system (2) we shall see that if $a_{3} b_{1}\left(a_{1} b_{1}-2 a_{2} b_{0}\right)=0$ then it is analytically integrable (see Theorems 2 , 3 and 4). Finally in Theorem 5 we show that system (2) with $a_{3} b_{1}\left(a_{1} b_{1}-\right.$ $\left.2 a_{2} b_{0}\right) \neq 0$ is not globally analytically integrable.

Theorem 1. System (1) is analytically integrable. More precisely:
(a) If $a_{0}=a_{1}=0$, then a first integral is $x$.
(b) If $b_{0}=b_{1}=b_{2}=b_{3}=0$, then a first integral is $y$.

In the rest of the theorem we assume that $\left(a_{0}, a_{1}\right) \neq(0,0)$ and that $\left(b_{0}, b_{1}, b_{2}\right.$, $\left.b_{3}\right) \neq(0,0,0,0)$.
(c) If $b_{3}=0$ and $a_{1}=0$, then a first integral is

$$
\begin{equation*}
y^{2}-\frac{x}{3 a_{0}}\left(6 b_{0}+3 b_{1} x+2 b_{2} x^{2}\right) \tag{3}
\end{equation*}
$$

(d) If $b_{3}=0$ and $a_{1} \neq 0$, then a first integral is

$$
\begin{equation*}
y^{2}-\frac{x\left(2 a_{1} b_{1}-2 a_{0} b_{2}+a_{1} b_{2} x\right)}{a_{1}^{2}}-\frac{G_{0}}{a_{1}^{3}} \log \left(a_{0}+a_{1} x\right) \tag{4}
\end{equation*}
$$

where $G_{0}=2\left(a_{1}^{2} b_{0}-a_{0} a_{1} b_{1}+a_{0}^{2} b_{2}\right)$.
(e) If $b_{3} \neq 0$ and $a_{1}=0$, then a first integral is

$$
\begin{equation*}
\exp \left(-\frac{2 b_{3}}{a_{0}} x\right)\left(2 b_{3}^{3} y^{2}+a_{0}^{2} b_{2}+a_{0} b_{3}\left(b_{1}+2 b_{2} x\right)+2 b_{3}^{2}\left(b_{0}+b_{1} x+b_{2} x^{2}\right)\right. \tag{5}
\end{equation*}
$$

(f) If $b_{3} a_{1} \neq 0$ and $\left(b_{3}-a_{1}\right)\left(2 b_{3}-a_{1}\right) \neq 0$, then a first integral is

$$
\begin{equation*}
\left(a_{0}+a_{1} x\right)^{-\frac{2 b_{3}}{a_{1}}}\left[y^{2}-\frac{G_{1}}{b_{3}\left(b_{3}-a_{1}\right)\left(2 b_{3}-a_{1}\right)}\right] \tag{6}
\end{equation*}
$$

where $G_{1}=-a_{1}^{2} b_{0}-a_{0}^{2} b_{2}-a_{0} b_{3}\left(b_{1}+2 b_{2} x\right)-2 b_{3}^{2}\left(b_{0}+b_{1} x+b_{2} x^{2}\right)+$ $a_{1}\left(a_{0} b_{1}+3 b_{0} b_{3}+2 b_{1} b_{3} x+b_{2} b_{3} x^{2}\right)$.
(g) If $b_{3} a_{1} \neq 0, b_{3}=a_{1}$ and $b_{2}=0$, then a first integral is

$$
\begin{equation*}
\frac{1}{\left(a_{0}+a_{1} x\right)^{2}}\left[y^{2}+\frac{a_{1} b_{0}+a_{0} b_{1}+2 a_{1} b_{1} x}{a_{1}^{2}}\right] \tag{7}
\end{equation*}
$$

(h) If $b_{3} a_{1} \neq 0, b_{3}=a_{1}$ and $b_{2} \neq 0$, then a first integral is

$$
\begin{equation*}
\frac{1}{\left(a_{0}+a_{1} x\right)^{2}}\left[a_{1}^{3} y^{2}-G_{2}-2 b_{2}\left(a_{0}+a_{1} x\right)^{2} \log \left(a_{0}+a_{1} x\right)\right] \tag{8}
\end{equation*}
$$

where $G_{2}=3 a_{0}^{2} b_{2}-a_{1}^{2}\left(b_{0}+2 b_{1} x\right)-a_{0} a_{1}\left(b_{1}-4 b_{2} x\right)$.
(i) If $b_{3} a_{1} \neq 0, b_{3}=a_{1} / 2$ and $a_{1} b_{1}=2 a_{0} b_{2}$, then a first integral is

$$
\begin{equation*}
\frac{1}{a_{0}+a_{1} x}\left[a_{1}^{3} y^{2}-2\left(a_{0}^{2} b_{2}+a_{0} a_{1} b_{2} x+a_{1}^{2}\left(-b_{0}+b_{2} x^{2}\right)\right)\right] \tag{9}
\end{equation*}
$$

(j) If $b_{3} a_{1} \neq 0, b_{3}=a_{1} / 2$ and $a_{1} b_{1} \neq 2 a_{0} b_{2}$, then a first integral is

$$
\begin{gather*}
\frac{1}{a_{0}+a_{1} x}\left[a_{1}^{3} y^{2}-G_{3}-2\left(a_{1} b_{1}-2 a_{0} b_{2}\right)\left(a_{0}+a_{1} x\right) \log \left(a_{0}+a_{1} x\right)\right]  \tag{10}\\
\text { where } G_{3}=-2\left(a_{1}^{2} b_{0}-a_{0} a_{1} b_{1}+a_{0}^{2} b_{2}-a_{0} a_{1} b_{2} x-a_{1}^{2} b_{2} x^{2}\right)
\end{gather*}
$$

Theorem 2. System (2) with condition $a_{3}=0$ is analytically integrable. More precisely:
(a) If $a_{0}=a_{1}=a_{2}=0$, then a first integral is $x$.
(b) If $b_{0}=b_{1}=0$, then a first integral is $y$.

In the rest of the theorem we assume that $\left(a_{0}, a_{1}, a_{2}\right) \neq(0,0,0)$ and that $\left(b_{0}, b_{1}\right) \neq(0,0)$.
(c) If $a_{1}=a_{2}=0$, then a first integral is

$$
\begin{equation*}
\log y-\frac{x}{2 a_{0}}\left(2 b_{0}+b_{1} x\right) \tag{11}
\end{equation*}
$$

(d) If $a_{2}=0$ and $a_{1} \neq 0$, then a first integral is

$$
\begin{equation*}
\log y-\frac{a_{1} b_{0}-a_{0} b_{1}}{a_{1}^{2}} \log \left(a_{0}+a_{1} x\right)-\frac{b_{1}}{a_{1}} x \tag{12}
\end{equation*}
$$

(e) If $a_{2} \neq 0$ and $a_{0}=a_{1}^{2} /\left(4 a_{2}\right)$, then a first integral is

$$
\begin{equation*}
\log y-\frac{b_{1}}{a_{2}} \log \left(a_{1}+2 a_{2} x\right)+\frac{2 a_{2} b_{0}-a_{1} b_{1}}{a_{2}\left(a_{1}+2 a_{2} x\right)} \tag{13}
\end{equation*}
$$

(f) If $a_{2} \neq 0$ and $a_{0} \neq a_{1}^{2} /\left(4 a_{2}\right)$, then a first integral is
$\log y-\frac{b_{1}}{2 a_{2}} \log \left(a_{0}+x\left(a_{1}+a_{2} x\right)\right)+\frac{a_{1} b_{1}-2 a_{2} b_{0}}{a_{2} \sqrt{4 a_{0} a_{2}-a_{1}^{2}}} \arctan \left(\frac{a_{1}+2 a_{2} x}{\sqrt{4 a_{0} a_{2}-a_{1}^{2}}}\right)$.

Theorem 3. System (2) with conditions $a_{3} \neq 0$ and $b_{1}=0$ is integrable with first integral $y$ if $b_{0}=0$, and

$$
\begin{equation*}
\frac{\left(-a_{1}-2 a_{2} x\right) Y_{S_{1}}\left(S_{2} y\right)+\sqrt{a_{2}} \sqrt{a_{3}} y\left(Y_{S_{1}+1}\left(S_{2} y\right)-Y_{S_{1}-1}\left(S_{2} y\right)\right)}{\left(a_{1}+2 a_{2} x\right) J_{S_{1}}\left(S_{2} y\right)+\sqrt{a_{2}} \sqrt{a_{3}} y\left(J_{S_{1}-1}\left(S_{2} y\right)-J_{S_{1}+1}\left(S_{2} y\right)\right)} \tag{15}
\end{equation*}
$$

if $b_{0} \neq 0$, where $S_{1}=\sqrt{a_{1}^{2}-4 a_{0} a_{2}} /\left(2 b_{0}\right), S_{2}=\sqrt{a_{2} a_{3}} / b_{0}, Y_{a}(z)$ is the Bessel function of the second kind, and $J_{a}(z)$ is the Bessel function of the first kind.

For more details on the Bessel functions see [1].
Theorem 4. System (2) with conditions $a_{3} b_{1} \neq 0$, and $a_{1} b_{1}=2 a_{2} b_{0}$ is analytically integrable. More precisely:
(a) If $a_{2}=0$, then a first integral is

$$
\begin{equation*}
\left(b_{0}+b_{1} x\right)^{2}-a_{3} b_{1} y^{2}-\frac{2}{b_{1}}\left(a_{0} b_{1}^{2}-a_{2} b_{0}^{2}\right) \log y \tag{16}
\end{equation*}
$$

(b) If $a_{2}=b_{1}$, then a first integral is

$$
\begin{equation*}
\frac{1}{y^{2}}\left[a_{0} b_{1}^{2}-a_{2} b_{0}^{2}+b_{1}\left(b_{0}+b_{1} x\right)^{2}-2 a_{3} b_{1}^{2} y^{2} \log y\right] \tag{17}
\end{equation*}
$$

(c) If $a_{2}\left(a_{2}-b_{1}\right) \neq 0$, then a first integral is
$y^{-\frac{2 a_{2}}{b_{1}}}\left[a_{0} b_{1}\left(a_{2}-b_{1}\right)+2 a_{2} b_{0}\left(a_{2}-b_{1}\right) x+a_{2} b_{1}\left(a_{2}-b_{1}\right) x^{2}+a_{2} a_{3} b_{1} y^{2}\right]$.
Theorem 5. System (2) with $a_{3} b_{1}\left(a_{1} b_{1}-2 a_{2} b_{0}\right) \neq 0$ has no global analytic first integrals.

Theorems $1,2,3,4$ and 5 are proved in sections $4,5,6,7$ and 8 , respectively.

## 2. REVERSIBLE AND EQUIVARIANT QUADRATIC POLYNOMIAL VECTOR FIELDS

We show in this section that in the definition of reversible and equivariant quadratic polynomial vector fields we can always consider that the involution $\varphi$ is given by $\varphi(x, y)=(x,-y)$. More precisely, we will prove the following result.

Proposition 1. Let $\varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be a polynomial involution, and let $X$ be $a \varphi$-reversible (respectively $\varphi$-equivariant) polynomial vector field of degree $m>1$ in $\mathbb{R}^{2}$. Then $\varphi$ is conjugated to $\psi$ given by $\psi=\operatorname{diag}(1,-1)$.

Proof. We will prove the proposition only for the case in which $X$ is a $\varphi$ reversible polynomial vector field, since the case in which $X$ is $\varphi$-equivariant is completely analogous. We first show that under the assumptions, $\varphi$ is linear. Let $q$ be the degree of the polynomial involution $\varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$. We will show that $q=1$. Indeed since $X$ is a $\varphi$-reversible vector field, we have that $D \varphi(p) X(p)=-X(\varphi(p))$. This equation implies that if $m q=q-1+m$, or equivalently $q(m-1)=m-1$. Taking into account that $m \neq 1$ we conclude that $q=1$. Therefore, since $\varphi$ is linear and it is an involution we get that det $\varphi= \pm 1$. By the Jordan's normal form theorem, there is a linear change of variables $h: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ such that $\psi=h^{-1} \varphi h$ where $\psi$ is formed by
not zero eigenvalues $\lambda_{1}$ and $\lambda_{2}$ satisfying $\lambda_{1} \lambda_{2}= \pm 1$. Furthermore, using that $\psi^{2}=$ Id we conclude that $\lambda_{1}= \pm 1$ and $\lambda_{2}= \pm 1$. Hence we can always assume that $\lambda_{1}=1$ and $\lambda_{2}=-1$. This concludes the proof.

## 3. Preliminary Results

The vector field $X$ associated to the system

$$
\begin{equation*}
x^{\prime}=P(x, y), \quad y^{\prime}=Q(x, y) \tag{19}
\end{equation*}
$$

where $P$ and $Q$ are real polynomials in the variables $x, y$ is defined by

$$
X=P(x, y) \frac{\partial}{\partial x}+Q(x, y) \frac{\partial}{\partial y}
$$

We introduce the following auxiliary result due to Poincaré in [7], see also [4] for a direct proof. Through the paper $\mathbb{Z}^{+}$will denote the set of non-negative integers.

Theorem 6. Assume that the eigenvalues $\lambda_{1} \neq 0$ and $\lambda_{2} \neq 0$ at some singular point $p$ of $X$ do not satisfy any resonance condition of the form

$$
\lambda_{1} k_{1}+\lambda_{2} k_{2}=0 \quad \text { for } k_{1}, k_{2} \in \mathbb{Z}^{+} \text {with } k_{1}+k_{2}>0
$$

Then system (19) has no analytic first integrals defined in a neighborhood of $p$.

The following result is due to Li, Llibre and Zhang, see [5].
Theorem 7. Assume that the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ at some singular point $p$ of $X$ satisfy that $\lambda_{1}=0$ and $\lambda_{2} \neq 0$. Then system (19) has no analytic first integrals in a neighborhood of $p$ if $p$ is isolated in the set of all singular points of $X$.

## 4. Proof of Theorem 1

It is clear that if $a_{0}=a_{1}=0$ then $x$ is a polynomial first integral, and if $b_{0}=b_{1}=b_{2}=b_{3}=0$, then $y$ is a polynomial first integral. So statements (a) and (b) are proved.

From now on we assume that $\left(a_{0}, a_{1}\right) \neq(0,0)$ and $\left(b_{0}, b_{1}, b_{2}, b_{3}\right) \neq(0,0,0$, $0)$.

We rewrite systems (1) into the form

$$
\frac{d y}{d x}=\frac{b_{0}+b_{1} x+b_{2} x^{2}}{y\left(a_{0}+a_{1} x\right)}+\frac{b_{3} y}{a_{0}+a_{1} x} .
$$

Now taking the variable $v=y^{2}$ we get that the above system becomes the following linear differential system in the variable $v$,

$$
\begin{equation*}
v^{\prime}=\frac{d v}{d x}=\frac{2 b_{3}}{a_{0}+a_{1} x} v+\frac{2\left(b_{0}+b_{1} x+b_{2} x^{2}\right)}{a_{0}+a_{1} x} \tag{20}
\end{equation*}
$$

We consider eight cases which correspond with the eight statements (c)-(j) of the theorem.
(c) $b_{3}=0$ and $a_{1}=0$. In this case the general solution of system (20) is

$$
v(x)=\frac{x\left(6 b_{0}+3 b_{1} x+2 b_{2} x^{2}\right)}{3 a_{0}}+H
$$

where $H$ is an integration constant. Hence system (1) under these assumptions is integrable with the first integral (3).
(d) $b_{3}=0$ and $a_{1} \neq 0$. In this case this case the general solution of system (20) is

$$
v(x)=\frac{x\left(2 a_{1} b_{1}-2 a_{0} b_{2}+a_{1} b_{2} x\right)}{a_{1}^{2}}+H+\frac{G_{0}}{a_{1}^{3}} \log \left(a_{0}+a_{1} x\right),
$$

where $H$ is an integration constant. Hence system (1) under these assumptions is integrable with the first integral (4).
(e) $b_{3} \neq 0$ and $a_{1}=0$. In this case the general solution of system (20) is
$2 b_{3}^{3} v(x)=-a_{0}^{2} b_{2}-a_{0} b_{3}\left(b_{1}+2 b_{2} x\right)-2 b_{3}^{2}\left(b_{0}+x\left(b_{1}+b_{2} x\right)-b_{3} \exp \left(\frac{2 b_{3} x}{a_{0}}\right) H\right)$,
where $H$ is a first integral. Hence system (1) is integrable with the first integral (5).
(f) $b_{3} a_{1} \neq 0$ and $\left(b_{3}-a_{1}\right)\left(2 b_{3}-a_{1}\right) \neq 0$. The general solution of system (20) is

$$
v(x)=\frac{G_{1}}{b_{3}\left(b_{3}-a_{1}\right)\left(2 b_{3}-a_{1}\right)}+\left(a_{0}+a_{1} x\right)^{2 b_{3} / a_{1}} H,
$$

where $H$ is a first integral. Hence system (1) has the first integral (6).
(g) $b_{3} a_{1} \neq 0, b_{3}=a_{1}$ and $b_{2}=0$. The general solution of system (20) is

$$
v(x)=-\frac{a_{1} b_{0}+a_{0} b_{1}+2 a_{1} b_{1} x}{a_{1}^{2}}+\left(a_{0}+a_{1} x\right)^{2} H
$$

Hence system (1) has the first integral (7).
(h) $b_{3} a_{1} \neq 0, b_{3}=a_{1}$ and $b_{2} \neq 0$. The general solution of system (20) is

$$
a_{1}^{3} v(x)=G_{2}+a_{1}^{3}\left(a_{0}+a_{1} x\right)^{2} H+2 b_{2}\left(a_{0}+a_{1} x\right)^{2} \log \left(a_{0}+a_{1} x\right) .
$$

Hence system (1) has the first integral (8).
(i) $b_{3} a_{1} \neq 0, b_{3}=a_{1} / 2$ and $a_{1} b_{1}=2 a_{0} b_{2}$. In this case the general solution of system (2) is

$$
v(x)=2\left(\frac{a_{0}^{2} b_{2}+a_{0} a_{1} b_{2} x+a_{1}^{2}\left(-b_{0}+b_{2} x^{2}\right)}{a_{1}^{3}}\right)+\left(a_{0}+a_{1} x\right) H .
$$

Hence system (1) has the first integral (9).
(j) $b_{3} a_{1} \neq 0, b_{3}=a_{1} / 2$ and $a_{1} b_{1} \neq 2 a_{0} b_{2}$. In this case the general solution of system (20) is

$$
a_{1}^{3} v(x)=G_{3}+a_{1}^{3}\left(a_{0}+a_{1} x\right) H+2\left(a_{1} b_{1}-2 a_{0} b_{2}\right)\left(a_{0}+a_{1} x\right) \log \left(a_{0}+a_{1} x\right) .
$$

Hence system (1) has the first integral (10).

## 5. Proof of Theorem 2

We consider system (2) with $a_{3}=0$. If $a_{0}=a_{1}=a_{2}=0$ then $x$ is a polynomial first integral, and if $b_{0}=b_{1}=0$ then $y$ is a polynomial first integral. Therefore statements (a) and (b) hold.

From now on we assume that $\left(a_{0}, a_{1}, a_{2}\right) \neq(0,0,0)$ and that $\left(b_{0}, b_{1}\right) \neq$ $(0,0)$. In this case we write system (2) in the form

$$
\begin{equation*}
\frac{d x}{d y}=\frac{a_{0}+a_{1} x+a_{2} x^{2}}{y\left(b_{0}+b_{1} x\right)} \tag{21}
\end{equation*}
$$

It is clear that a first integral of system (21) is

$$
\begin{equation*}
H=\log y-\int \frac{b_{0}+b_{1} x}{a_{0}+a_{1} x+a_{2} x^{2}} d x \tag{22}
\end{equation*}
$$

Now we consider four cases which correspond with the four statements (c)-(f) of the theorem.
(c) $a_{1}=a_{2}=0$. In this case, from system (22) we get that $H$ given in (11) is a first integral.
(d) $a_{2}=0$ and $a_{1} \neq 0$. Again from (22) we get that $H$ given in (12) is a first integral.
(e) $a_{2} \neq 0$ and $a_{0}=a_{1}^{2} /\left(4 a_{2}\right)$. From system (22) we obtain that $H$ given in (13) is a first integral.
(f) $a_{2} \neq 0$ and $a_{0} \neq a_{1}^{2} /\left(4 a_{2}\right)$. In this case $H$ given in (14) is a first integral.

## 6. Proof of Theorem 3

Here $b_{1}=0$. When $b_{0}=0$ it is clear that $y$ is a polynomial first integral. Now we assume that $b_{0} \neq 0$. In this case we write system (2) in the form

$$
x^{\prime}(y)=\frac{d x}{d y}=\frac{a_{0}+a_{1} x+a_{2} x^{2}+a_{3} y^{2}}{b_{0} y} .
$$

Solving it we get $x(y)=N / D$ where

$$
\begin{aligned}
N= & -\sqrt{a_{2} a_{3}} H y J_{S_{1}-1}\left(S_{2} y\right)-a_{1} H J_{S_{1}}\left(S_{2} y\right)-a_{1} Y_{S_{1}}\left(S_{2} y\right) \\
& +\sqrt{a_{2} a_{3}} y\left(H J_{S_{1}+1}\left(S_{2} y\right)-Y_{S_{1}-1}\left(S_{2} y\right)+Y_{S_{1}+1}\left(S_{2} y\right)\right) \\
D= & 2 a_{2}\left(H J_{S_{1}}\left(S_{2} y\right)+Y_{S_{1}}\left(S_{2} y\right)\right)
\end{aligned}
$$

and where $H$ is a first integral. Hence system (2) is integrable with the first integral (15).

## 7. Proof of Theorem 4

We introduce the change of variables (recall that $a_{3} b_{1} \neq 0$ )

$$
X=b_{0}+b_{1} x, \quad Y=y \quad \text { with inverse change } \quad x=\frac{X-b_{0}}{b_{1}}, \quad y=Y
$$

With this change of variables, system (2) becomes

$$
\begin{align*}
& X^{\prime}=A_{0}+A_{1} X+A_{2} X^{2}+A_{3} Y^{2} \\
& Y^{\prime}=X Y \tag{23}
\end{align*}
$$

where

$$
A_{0}=a_{0} b_{1}-a_{1} b_{0}+\frac{a_{2} b_{0}^{2}}{b_{1}}, \quad A_{1}=a_{1}-\frac{2 a_{2} b_{0}}{b_{1}}, \quad A_{2}=\frac{a_{2}}{b_{1}}, \quad A_{3}=a_{3} b_{1}
$$

Under the assumptions of the theorem, we can rewrite system (23) of the form

$$
\begin{equation*}
\frac{d X}{d Y}=\frac{A_{0}+A_{3} Y^{2}}{X Y}+\frac{A_{2} X}{Y} \tag{24}
\end{equation*}
$$

where

$$
A_{0}=\frac{a_{0} b_{1}^{2}-a_{2} b_{0}^{2}}{b_{1}}, \quad A_{2}=\frac{a_{2}}{b_{1}}, \quad A_{3}=a_{3} b_{1} .
$$

We consider three cases which correspond with the three statements (a)-(c) of the theorem.
(a) $a_{2}=0$. In this case $A_{2}=0$. Computing the general solution of system (24) and isolating the integration constant $H$ we obtain

$$
H=X^{2}-A_{3} Y^{2}-2 A_{0} \log Y
$$

which in the original variables is the integral in (16).
(b) $a_{2}=b_{1}$. In this case $A_{2}=1$. Again computing the general solution of system (24) and isolating the integration constant $H$ we obtain

$$
H=\frac{1}{Y^{2}}\left[A_{0}+X^{2}-2 A_{3} Y^{2} \log Y\right]
$$

which in the original variables is the integral in (17).
(c) $a_{2}\left(a_{2}-b_{1}\right) \neq 0$. In this case we have $A_{2}\left(A_{2}-1\right) \neq 0$. The integration constant $H$ of the general solution of system (24) is

$$
H=Y^{-2 A_{2}}\left[-A_{0}+A_{0} A_{2}-A_{2} X^{2}+A_{2}^{2} X^{2}+A_{2} A_{3} Y^{2}\right]
$$

which in the original variables is the integral in (18).

## 8. Proof of Theorem 5

We work with system (23). We consider four different cases.
Case 1: $A_{0}=0$. In this case the origin is a singular point. Its eigenvalues are 0 and $A_{1} \neq 0$. Since this singular point is isolated (because $A_{3} \neq 0$ ), Theorem 7 implies that system (23) has no analytic first integrals.
Case 2: $A_{0} \neq 0$ and $A_{2}=0$. System (23) has the singular points
$\left(\bar{X}_{1}, \bar{Y}_{1}\right)=\left(0, \sqrt{-\frac{A_{0}}{A_{3}}}\right),\left(\bar{X}_{2}, \bar{Y}_{2}\right)=\left(0,-\sqrt{-\frac{A_{0}}{A_{3}}}\right),\left(\bar{X}_{3}, \bar{Y}_{3}\right)=\left(-\frac{A_{0}}{A_{1}}, 0\right)$.
The eigenvalues of $\left(\bar{X}_{3}, \bar{Y}_{3}\right)$ are $A_{1}$ and $-A_{0} / A_{1}$. Suppose that there exists $k_{1}, k_{2} \in \mathbb{Z}^{+}$such that $k_{1} \lambda_{1}+k_{2} \lambda_{2}=0$. Note that by Theorem 6 if such integers do not exist the theorem is proved. Then $\lambda_{1}=-\alpha \lambda_{2}$ with $\alpha$ a positive rational, and hence in particular $\lambda_{1} \lambda_{2}=-\alpha \lambda_{2}^{2}<0$. Since $\lambda_{1} \lambda_{2}=$ $-A_{0}$ we must have that $A_{0}$ is positive.

Moreover, the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ of $\left(\bar{X}_{1}, \bar{Y}_{1}\right)$ are $\left(A_{1} \pm \sqrt{A_{1}^{2}-8 A_{0}}\right) / 2$. Again we must have that $\lambda_{1} \lambda_{2}<0$, otherwise the theorem holds by Theorem 6. Note that $\lambda_{1} \lambda_{2}=2 A_{0}>0$, and then we cannot have $k_{1} \lambda_{1}+k_{2} \lambda_{2}=0$. The theorem is proved in this case.
Case 3: $A_{0} A_{2} \neq 0$ and $A_{2}=A_{1}^{2} /\left(4 A_{0}\right)$. In this case $(\bar{X}, \bar{Y})=\left(-2 A_{0} / A_{1}, 0\right)$ is a singular point. Its eigenvalues are 0 and $-2 A_{0} / A_{1} \neq 0$. Since this singular point is isolated (because $A_{3} \neq 0$ ), Theorem 7 implies that system (23) has no analytic first integrals.

Case 4: $A_{0} A_{2}\left(A_{1}^{2}-4 A_{0} A_{2}\right) \neq 0$. We assume that $H=H(X, Y)$ is a global analytic first integral in a neighborhood of $Y=0$. We write it as

$$
\begin{equation*}
H=\sum_{k \geq 0} H_{k}(X) Y^{k}, \tag{25}
\end{equation*}
$$

where each $H_{k}$ is an analytic function in the variable $X$. Without loss of generality we can assume that $H$ has no constant term, i.e. $H_{0}(0)=0$. We will show by induction that

$$
\begin{equation*}
H_{k}=0 \quad \text { for } k \geq 0 . \tag{26}
\end{equation*}
$$

Then clearly from (25) we will obtain that system (23) has no global analytic first integrals, and the proof of the theorem is done.
Since $H$ is a first integral of system (23) it must satisfy

$$
\begin{equation*}
\left(A_{0}+A_{1} X+A_{2} X^{2}+A_{5} Y^{2}\right) \sum_{k \geq 0} H_{k}^{\prime}(X) Y^{k}+\sum_{k \geq 0} k X H_{k}(X) Y^{k}=0 . \tag{27}
\end{equation*}
$$

Computing the terms of degree 0 in $Y$ we get that $H_{0}^{\prime}(X)=0$, that is, $H_{0}$ is a constant. Since $H$ has no constant term we obtain that $H_{0}=0$ which proves (26) for $k=0$.

Now assume that (26) is true for $k=0, \ldots, \ell-1$ and we will show it for $k=\ell$. We have that $H=Y^{\ell} \sum_{k \geq 0} H_{k+\ell} Y^{k}$. Computing the terms of degree $\ell$ in the variable $Y$ in (27) we get that

$$
\left(A_{0}+A_{1} X+A_{2} X^{2}\right) H_{\ell}^{\prime}(X)+\ell X H_{\ell}(X)=0 .
$$

Solving this linear equation we get

$$
H_{\ell}(X)=K\left(A_{0}+A_{1} X+A_{2} X^{2}\right)^{-\frac{\ell}{2 A_{2}}} \exp \left(\frac{A_{1} \ell}{A_{2} \tilde{A}} \arctan \left(\frac{A_{1}+2 A_{2} X}{\tilde{A}}\right)\right)
$$

where $\tilde{A}=\sqrt{4 A_{0} A_{2}-A_{1}^{2}}$ and $K \in \mathbb{R}$. Since $H_{\ell}$ must be a global analytic function in $X$, we get that $K=0$ and thus $H_{\ell}(X)=0$. This ends the induction process and the proof of the theorem is completed.
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