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L2 BOUNDEDNESS OF THE CAUCHY TRANSFORM

IMPLIES L2 BOUNDEDNESS OF ALL

CALDERÓN-ZYGMUND OPERATORS ASSOCIATED TO

ODD KERNELS

Xavier Tolsa

Abstract

Let µ be a Radon measure on C without atoms. In this paper
we prove that if the Cauchy transform is bounded in L2(µ), then
all 1-dimensional Calderón-Zygmund operators associated to odd
and sufficiently smooth kernels are also bounded in L2(µ).

1. Introduction

We say that k(·, ·) : C2 \ {(x, y) ∈ C2 : x = y} → C is a 1-dimensional
Calderón-Zygmund kernel if there exist some constants C > 0 and η,
with 0 < η ≤ 1, such that the following inequalities hold for all x, y ∈ C,
x 6= y:

(1.1)

|k(x, y)| ≤
C

|x− y|
, and

|k(x, y) − k(x′, y)| ≤
C|x − x′|η

|x− y|1+η
if |x− x′| ≤ |x− y|/2.

Given a positive or complex Radon measure µ, we define

(1.2) Tµ(x) :=

∫
k(x, y) dµ(y), x ∈ C \ supp(µ).

We say that T is a Calderón-Zygmund operator (CZO) with kernel k(·, ·).
The integral in the definition may not be absolutely convergent if x ∈
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supp(µ). For this reason, we consider the following ε-truncated opera-
tors Tε, ε > 0:

Tεµ(x) :=

∫

|x−y|>ε

k(x, y) dµ(y), x ∈ C.

Observe that now the integral on the right hand side converges absolutely
if, for instance, |µ|(C) <∞.

Given a fixed positive Radon measure µ on C and f ∈ L1
loc(µ), we

denote
Tµf(x) := T (f dµ)(x) x ∈ C \ supp(f dµ),

and
Tµ,εf(x) := Tε(f dµ)(x).

The last definition makes sense for all x ∈ C if, for example, f ∈ L1(µ).
We say that Tµ is bounded on L2(µ) if the operators Tµ,ε are bounded
on L2(µ) uniformly on ε > 0.

In this paper we will consider kernels of the form k(x, y) := K(x−y),
where K is an odd (i.e. K(x) = K(−x) for all x ∈ C \ {0}), C∞ function
defined in C \ {0} such that

(1.3) |x|1+j |∇jK(x)| ∈ L∞(C) for all j = 0, 1, 2, . . . .

A basic example of Calderón-Zygmund operator with this type of kernel
is the Cauchy transform. This is the operator C associated to the Cauchy
kernel. That is,

Cµ(x) :=

∫
1

y − x
dµ(y), x ∈ C \ supp(µ).

The related operators Cε, Cµ, and Cµ,ε are defined as above, in the par-
ticular case k(x, y) = 1/(y − x).

The main result of the paper is the following.

Theorem 1.1. Let µ be a Radon measure without atoms on C. If the
Cauchy transform Cµ is bounded on L2(µ), then any 1-dimensional Cal-
derón-Zygmund operator Tµ associated to a kernel of the form k(x, y) :=
K(x − y), with K(·) odd, C∞, and satisfying (1.3), is also bounded
on L2(µ).

If µ coincides with the 1-dimensional Hausdorff measure on a 1-di-
mensional Ahlfors-David regular set E, this result was already known.
Recall that E ⊂ C is 1-dimensional Ahlfors-David regular (AD regular)
if there exists some constant C > 0 such that

(1.4) C−1r ≤ H1(B(x, r) ∩ E) ≤ Cr for x ∈ E, 0 < r ≤ diam(E),

where H1 stands for the 1-dimensional Hausdorff measure. In this case,
Mattila, Melnikov and Verdera [MMV] proved that the L2(µ) bound-
edness of the Cauchy transform implies that E is uniformly rectifiable in
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the sense of David and Semmes (see [DS2]) and then, from the results
in [DS1] and [DS2], one deduces that all Calderón-Zygmund operators
with antisymmetric kernel are also bounded in L2(µ).

For some Cantor sets in C and µ equal to the natural probability mea-
sure associated to them, it has been shown in [MaT] that Theorem 1.1
(and even its natural generalization to higher dimensions) also holds. Let
us also mention that J. Verdera explained us [Ve] a simple argument for
the proof of Theorem 1.1 in the particular case where k(x, y) = K(x−y)
is a homogeneous kernel smooth enough (say C3) outside the origin.

A fundamental tool for the proof of Theorem 1.1 is the corona decom-
position obtained in [To4] for measures with linear growth and finite
curvature (see the next section for the precise meaning of these notions)
in order to show that analytic capacity is invariant, up to multiplicative
estimates, under bilipschitz mappings. The technique of corona decom-
position goes back to Carleson’s proof of the corona theorem, and has
been extensively used by David and Semmes in [DS1] and [DS2] in their
pioneering study of uniformly rectifiable sets.

To prove Theorem 1.1, following [Se], we will split the Calderón-
Zygmund operator T into different operators KR, each one associated
to a tree of the corona decomposition (see Sections 5 and 6). Each
operator KR is bounded because on each tree the measure µ can be ap-
proximated by arc length on an Ahlfors-David regular curve. Moreover,
in a sense, the different operators KR behave in a quasiorthogonal way.
The quasiorthoganility arguments that appear in the present paper are
inspired in part by [MaT].

The obtention in [To4] of the corona construction mentioned above
relies heavily on the relationship between the Cauchy transform and cur-
vature of measures (see (2.3)). In higher dimensions, a notion analogous
to curvature useful to study the L2 boundedness of Riesz transforms
has not been found yet, and perhaps it does not exist (see [Fa]). As
a consequence, the arguments in the present paper don’t have an easy
generalization to the case of Riesz transforms in higher dimensions.

The plan of the paper is the following. In Section 2 we state some
preliminary definitions and results that will be used in the rest of the
paper. In Section 3 we describe the corona decomposition of [To4] for
measures with linear growth and finite curvature. In the subsequent sec-
tion, we show how Theorem 1.1 is equivalent to the technical Lemma 4.1
(the Main Lemma). The rest of the paper is devoted to the proof of this
lemma, with the exception of Section 12, which includes a slightly more
general version of Theorem 1.1.
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2. Preliminaries

A positive Radon measure µ is said to have linear growth if there
exists some constant C0 such that µ(B(x, r)) ≤ C0r for all x ∈ C, r > 0.
It easily seen that such a measure satisfies the following estimate for all
x ∈ C, r > 0, α > 0:

(2.1)

∫

|x−y|>r

1

|x− y|1+α
dµ(y) ≤

C0 Cα

rα
,

where Cα depends only on α. This inequality will be used often in this
paper. It can be proved splitting the domain of integration into annuli
{x ∈ C : 2kr < |y − x| ≤ 2k+1r}, k ≥ 0, for example.

Given three pairwise different points x, y, z ∈ C, their Menger curva-
ture is

c(x, y, z) =
1

R(x, y, z)
,

where R(x, y, z) is the radius of the circumference passing through x, y, z
(with R(x, y, z) = ∞, c(x, y, z) = 0 if x, y, z lie on a same line). If two
among these points coincide, we set c(x, y, z) = 0. For a positive Radon
measure µ, we define the curvature of µ as

(2.2) c2(µ) =

∫∫∫
c(x, y, z)2 dµ(x) dµ(y) dµ(z).

The notion of curvature of measures was introduced by Melnikov [Me]
when he was studying a discrete version of analytic capacity, and it is
one of the ideas which is responsible of the recent advances in connection
with analytic capacity (see [Lé], [Da3] and [To3], for example).

The relationship between the Cauchy transform and curvature of mea-
sures was found by Melnikov and Verdera [MeV]. They proved that if µ
has linear growth, then

(2.3) ‖Cεµ‖
2
L2(µ) =

1

6
c2ε(µ) +O(µ(C)),

where c2ε(µ) is an ε-truncated version of c2(µ) (defined as in the right
hand side of (2.2), but with the triple integral over {(x, y, z) ∈ C3 :
|x − y|, |y − z|, |x − z| > ε}), and O(µ(C)) is an extra term satisfying
|O(µ(C))| ≤ Cµ(C), where the constant C depends only on the lin-
ear growth constant C0. Moreover, there is also a strong connection
(see [Pa]) between the notion of curvature of measures and the β’s from
Jones’ travelling salesman theorem [Jo]. The relationship with Favard
length is an open problem (see Section 6 of the excellent survey pa-
per [Matt], for example).
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If T is a CZO, we denote

T∗µ(x) := sup
ε>0

|Tεµ(x)|,

and if f ∈ L1
loc(µ), we set Tµ,∗f(x) := T∗(f dµ)(x).

In the paper, by a square we mean a square with sides parallel to the
axes. Moreover, we assume the squares to be half closed - half open. The
side length of a squareQ is denoted by `(Q). Given a squareQ and a > 0,
aQ denotes the square concentric with Q with side length a`(Q). The
average (linear) density of a Radon measure µ on Q is

(2.4) θµ(Q) :=
µ(Q)

`(Q)
.

A square Q ⊂ C is called 4-dyadic if it is of the form [j2−n, (j +
4)2−n)× [k2−n, (k+ 4)2−n), with j, k, n ∈ Z. So a 4-dyadic square with
side length 4 · 2−n is made up of 16 dyadic squares with side length 2−n.
We will work quite often with 4-dyadic squares.

Given a square Q (which may be non dyadic) with side length 2−n,
we denote J(Q) := n. Given a, b > 1, we say that Q is (a, b)-doubling if
µ(aQ) ≤ bµ(Q). If we don’t want to specify the constant b, we say that
Q is a-doubling.

Remark 2.1. If b > a2, then it easily follows that for µ-a.e. x ∈ C

there exists a sequence of (a, b)-doubling squares {Qn}n centered at x
with `(Qn) → 0 (and with `(Qn) = 2−kn for some kn ∈ Z if necessary).

As usual, in the paper the letter ‘C’ stands for an absolute constant
which may change its value at different occurrences. On the other hand,
constants with subscripts, such as C1, retain its value at different oc-
currences. The notation A . B means that there is a positive absolute
constant C such that A ≤ CB. Also, A h B is equivalent to A . B . A.

3. The corona decomposition

This section deals with the corona construction obtained in [To4].
In the next theorem we will introduce a family Top of 4-dyadic squares
(the top squares) satisfying some precise properties. Given any square
Q ∈ Top, we denote by Stop(Q) the subfamily of the squares P ∈ Top
satisfying

(a) P ∩ 3Q 6= ∅,

(b) `(P ) ≤ 1
8`(Q),

(c) P is maximal, in the sense that there doesn’t exist another square
P ′ ∈ Top satisfying (a) and (b) which contains P .
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We also denote by Z(µ) the set of points x ∈ C such that there does
not exist a sequence of (70, 5000)-doubling squares {Qn}n centered at x
with `(Qn) → 0 as n → ∞, so that moreover `(Qn) = 2−kn for some
kn ∈ Z. By the preceding remark we have µ(Z(µ)) = 0.

The set of good points for Q is defined as

G(Q) := 3Q ∩ supp(µ) \


Z(µ) ∪

⋃

P∈Stop(Q)

P


 .

Given two squares Q ⊂ R, we set

δµ(Q,R) :=

∫

RQ\Q

1

|y − xQ|
dµ(y),

where xQ stands for the center of Q, and RQ is the smallest square
concentric with Q that contains R. See [To1, Lemma 2.1] for some
properties dealing with the coefficients δµ(Q,R).

Theorem 3.1 (The corona decomposition). Let µ be a Radon measure
supported on E ⊂ C such that µ(B(x, r)) ≤ C0r for all x ∈ C, r > 0 and
c2(µ) < ∞. There exists a family Top of 4-dyadic (16, 5000)-doubling
squares (called top squares) which satisfy the packing condition

(3.1)
∑

Q∈Top

θµ(Q)2µ(Q) . µ(E) + c2(µ),

and such that for each square Q ∈ Top there exists a C1-AD regular
curve ΓQ such that:

(a) G(Q) ⊂ ΓQ.

(b) For each P ∈ Stop(Q) there exists some square P̃ containing P

such that δµ(P, P̃ ) ≤ Cθµ(Q) and P̃ ∩ ΓQ 6= ∅.

(c) If P is a square with `(P ) ≤ `(Q) such that either P ∩G(Q) 6= ∅

or there is another square P ′ ∈ Stop(Q) such that P ∩P ′ 6= ∅ and
`(P ′) ≤ `(P ), then µ(P ) ≤ C θµ(Q) `(P ).

Moreover, Top contains one 4-dyadic square R0 such that E ⊂ R0.

In the theorem, that ΓQ is C1-AD regular means that the AD regu-
larity constant in the definition (1.4) is ≤ C1. Notice that C1 does not
depend on Q.

For the reader’s convenience, before going on we will make some com-
ments on Theorem 3.1. Roughly speaking, the theorem describes how
the support of a measure µ with linear growth and finite curvature can be
approximated by a collection of AD regular curves ΓQ, where each ΓQ is
associated to a square belonging to a family called Top. Condition (3.1)
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means that, in a sense, the family Top (and so the collection of curves)
is not too big.

The statements (a) and (b) say that on each square 3Q, with Q ∈
Top, the support of µ can be approximated by ΓQ up to the scale of
the stopping squares in Stop(Q). More precisely, in (a) one states that
µ-almost every point x ∈ 3Q which does not belong to any stopping
square in Stop(Q) lies on ΓQ. The statement (b) means that each square

from Stop(Q) is quite close to ΓQ, in a sense. The coefficient δµ(P, P̃ )

appearing in (b) measures how different is P̃ from P . For example,
if µ is a 1-dimensional AD regular measure [i.e. µ(B(x, r)) ≈ r for x ∈

supp(µ), 0 < r ≤ diam(supp(µ))], then the condition δµ(P, P̃ ) ≤ Cθµ(Q)
implies that `(P ) ≈ `(P ′), assuming P ∩ supp(µ) 6= ∅. Thus in this case
dist(P,ΓQ) ≤ C`(P ) (like in the geometric corona construction of [DS1]
and [DS2]).

Finally, (c) is a technical statement about the densities of the squares P
which intersect 3Q. It asserts that if one of these squares P is smaller
than Q and larger than some stopping square P ′ ∈ Stop(Q) which inter-
sects P (in a sense, this means that P has an intermediate size between Q
and the squares in Stop(Q)), then θ(P ) ≤ Cθµ(Q). This statement is
easier to understand if one also considers the good points in G(Q) as
stopping squares from Q with zero side length.

4. The Main Lemma

In order to reduce the technical difficulties, to prove Theorem 1.1 we
will assume that the kernel k(x, y) of T is uniformly bounded in L∞,
and all our estimates will be independent of the L∞ norm of k(x, y).
See [Ch, p. 109] or [To2, eq. (44)], for example. In this case, the def-
inition of Tµ(x) makes sense for all x ∈ C when µ is compactly sup-
ported. Of course, all the estimates will be independent of the L∞ norm
of k(x, y). The proof of Theorem 1.1 in full generality follows from this
particular instance by a standard smoothing procedure.

We will prove the following result.

Lemma 4.1 (Main Lemma). Let µ be a Radon measure on C, com-
pactly supported, with linear growth and finite curvature, and let Tµ be
a 1-dimensional CZO with antisymmetric kernel. We have

‖Tµ1‖2
L2(µ) . µ(C) + c2(µ).

Let us see that Theorem 1.1 follows easily from this lemma and the
T (1) Theorem. Indeed, if the Cauchy transform is bounded with respect
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to µ and µ has no atoms, then µ has linear growth (see [Da2, Propo-
sition III.1.4]) and c2(µ|Q) ≤ Cµ(Q) for any square Q ⊂ C, by (2.3)
with µ|Q instead of µ. If we apply Lemma 4.1 to the measure µ|Q we get

∫

Q

|TµχQ|
2 dµ . µ(Q) + c2(µ|Q) . µ(Q).

Then by the T (1) Theorem of Nazarov, Treil and Volberg for non dou-
bling measures [NTV1], Tµ is bounded on L2(µ).

Remark 4.2. Actually, the T (1) Theorem in [NTV1], for a general an-
tisymmetric CZO, asserts that if

∫

2Q

|TµχQ|2 dµ . µ(Q)

for all squaresQ ⊂ C, then Tµ is bounded in L2(µ). However, using ideas
such as the ones in [To2, Remark 7.1 and Lemma 7.3] this condition can
be weakened, so that it is enough to assume that

∫

Q

|TµχQ|
2 dµ . µ(2Q)

for all squares Q ⊂ C in order to show that Tµ is bounded in L2(µ).

The rest of the paper is devoted to the proof of Lemma 4.1. So the
measure µ that we consider now is assumed to be compactly supported
and to have linear growth and finite curvature.

5. Translation of dyadic lattices and adaptation of the
corona decomposition

Later on we will have to average some estimates over dyadic lattices
obtained by translation of the usual dyadic lattice D. This fact requires
the introduction of suitable variants of the family Top appearing in The-
orem 3.1 better adapted to the translated dyadic lattices. Let us remark
that the technique of averaging over different dyadic lattices is not new,
and it has been used, for example, in [GJ], [NTV1], [NTV2], etc.

We proceed now to introduce the necessary new notation. Suppose
that supp(µ) is contained in a square with side length 2N . For ω ∈
[0, 2N+1)2 =: Ω, let D(ω) be the dyadic lattice obtained by translating
the lattice D on C by the vector w, that is to say, D(ω) := D + ω.

Recall that, by Theorem 3.1, µ has a corona decomposition in terms of
a family, called Top, of 4-dyadic (with respect to D) 16-doubling squares.
To adapt this decomposition to the dyadic lattice D(ω), for each fixed ω,
we proceed as follows. We say that a square Q ∈ D(ω) belongs to the
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family Topω if there exists some square Q′ ∈ Top such that Q ∩Q′ 6= ∅

and `(Q′) = `(Q). Notice that Q ⊂ 3Q′, Q′ ⊂ 3Q, and for each fixed
Q′ ∈ Top there are at most four squares Q ∈ Topω such that Q∩Q′ 6= ∅

and `(Q′) = `(Q). Since Q′ is doubling it easily follows that θµ(3Q) ≈
θµ(Q′), and then

(5.1)
∑

Q∈Topω

θµ(3Q)2µ(Q) .
∑

Q′∈Top

θµ(Q′)2µ(3Q′) . µ(C) + c2(µ).

Given Q ∈ Topω, we denote by Stopω(Q) the family of maximal (and
thus disjoint) squares P in Topω with P ( Q. Notice that the rule used
to define Stopω(Q) is different from the one used for Stop(Q). Finally
we let Treeω(Q) be the class of squares in D(ω) contained in Q, different
from Q, which are not proper subsquares of any P ∈ Stopω(Q). This
notation is inspired by the one in [AHMTT].

6. Decomposition of Tµ with respect to the adapted
corona decomposition and strategy of the proof of

Main Lemma 4.1

For each fixed ω, to estimate ‖Tµ‖L2(µ) we will decompose Tµ using
the dyadic lattice D(ω) and the corresponding corona decomposition
adapted to D(ω). Now we will describe this decomposition, and at the
end of the current section we will describe the global strategy for the
proof of Main Lemma 4.1.

Let ψ be a non negative radial C∞ function such that χB(0,1) ≤ ψ ≤
χB(0,3/2). For each n ∈ Z, set ψn(z) := ψ(2nz) and ϕn := ψn −ψn+1, so

that each function ϕn is non negative and supported on B
(
0, 3

22−n
)
\

B(0, 2−n−1), and moreover we have

∑

n∈Z

ϕn(x) = 1

for any x ∈ C \ {0}. Given an antisymmetric Calderón-Zygmund ker-
nel k(x, y) and its associated CZO, T , for each n ∈ Z we denote

(6.1) Tnµ(x) :=

∫
ϕn(x− y) k(x, y) dµ(y).

For each Q ∈ D(ω), we set

TQµ := χQTJ(Q)µ,
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where J(Q) stands for the integer such that `(Q) = 2−J(Q). We also
denote Dn(ω) := {Q ∈ D(ω) : `(Q) = 2−n}. We have

Tµ =
∑

n∈Z

Tnµ =
∑

n∈Z

∑

Q∈Dn(ω)

TQµ =
∑

R∈Topω

∑

Q∈Treeω(R)

TQµ+
∑′

Q

TQµ,

where the last sum runs over a finite (at most) number of squares Q ∈
D(ω), with `(Q) ≈ diam(supp(µ)). So we have

∥∥∥∥∥∥

∑′

Q

TQµ

∥∥∥∥∥∥
L2(µ)

≤
∑′

Q

∥∥TQµ
∥∥

L2(µ)
. µ(C)1/2,

because it is immediate to check that ‖TQ‖L2(µ),L2(µ) ≤ C.

Hence to prove Lemma 4.1 we only have to estimate the L2(µ) norm
of the term

∑
R∈Topω

∑
Q∈Treeω(R) TQµ. For R ∈ Topω, we set

KRµ :=
∑

Q∈Treeω(R)

TQµ.

We have

(6.2)

∥∥∥∥∥∥

∑

R∈Topω

KRµ

∥∥∥∥∥∥

2

L2(µ)

=
∑

R∈Topω

∥∥KRµ
∥∥2

L2(µ)
+

∑

Q,R∈Topω :Q6=R

〈KQµ,KRµ〉.

The first term on the right hand side of (6.2) will be estimated in
Section 7 exploiting the idea that on each Treeω(R), with R ∈ Topω, the
measure µ can be approximated quite well by some measure absolutely
continuous with respect to the arc length on ΓR whose Radon-Nikodym
density is . θµ(3R). We will use the fact that TH1

ΓR

(this is the CZO

with the same kernel as Tµ, with µ interchanged with H1
ΓR

) is bounded

on L2(H1
ΓR

), because ΓR is an AD regular curve. Then we will prove

that
∥∥KRµ

∥∥2

L2(µ)
. θµ(3R)2µ(3R).

We will deal with the second term on the right side of (6.2) in Sec-
tions 8, 9 and 10. For this term we will use quasi-orthogonality argu-
ments. In the sum we only have to consider pairs of squares Q,R ∈ Topω

with Q ∩ R 6= ∅. Suppose, for example, that Q ( R. One should
think that, because of the antisymmetry of the kernel k(x, y), the func-
tions KQµ are “close” to have zero µ-mean, while KRµ are smooth
functions on Q ⊂ R. See the beginning of Section 8 for more precise
information.
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7. Estimate of
∑

R∈Topω

∥∥KRµ
∥∥2

L2(µ)

In this section we will prove the following lemma, by renormalization
and comparison with the arc length measure on ΓR.

Lemma 7.1. For each R ∈ Topω we have
∥∥KRµ

∥∥2

L2(µ)
. θµ(3R)2µ(3R).

Observe that from this lemma and (5.1) we get
∑

R∈Topω

∥∥KRµ
∥∥2

L2(µ)
.

∑

R∈Topω

θµ(3R)2µ(3R) . µ(C) + c2(µ).

7.1. Regularization of the stopping squares. Given a fixed R ∈
Topω, let R1 ∈ Top be such that R ∩ R1 6= ∅ and `(R) = `(R1). Let
ΓR := ΓR1 be the AD regular curve satisfying (a) and (b) in Theorem 3.1.
For technical reasons, we need to introduce a regularized version of the
family Stop(R1) (or Stopω(R)) that we will denote by Regω(R). First
we set

(7.1) dR(x) := inf
Q∈Stop(R1)

{
dist(x,Q) + `(Q), dist(x,G(R1))

}
.

For each x ∈ 3R\G(R1), let Qx be a dyadic square from Dω containing x
such that

dR(x)

20
< `(Qx) ≤

dR(x)

10
.

Then, Regω(R) is a maximal (and thus disjoint) subfamily of {Qx}x∈3R.
Notice that these squares need not be contained in R.

Lemma 7.2. (a)
⋃

Q∈Regω(R)Q ⊂
⋃

Q∈Stop(R1)Q.

(b) If P,Q ∈ Regω(R) and 2P ∩2Q 6= ∅, then `(Q)/2 ≤ `(P ) ≤ 2`(Q).

(c) If Q ∈ Regω(R) and x ∈ Q, r ≥ `(Q), then µ(B(x, r) ∩ 3R) .
θµ(3R)r.

(d) For each Q ∈ Regω(R), there exists some square Q̃ which con-

tains Q such that δµ(Q, Q̃) . θµ(3R) and 1
2 Q̃ ∩ ΓR 6= ∅.

The proof of this lemma follows by standard arguments. See [To4,
Lemma 8.2], for example.

The properties (a), (c), and (d) stated in Lemma 7.2 ensure that the
nice properties fulfilled by the squares in Stop(R1) or Stopω(R) (stated
in Theorem 3.1 or which are direct consequence of it) also hold for the
squares in Regω(R). The main advantage of the family Regω(R) over
Stop(R1) and Stopω(R) is due to the property (b), which says that the
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size of two squares from Regω(R) is similar if they are close one to each
other. This is a technical property which will be useful for the estimates
below, and that the squares from Stop(R1) and Stopω(R) don’t satisfy
(in general). This is why we can think of Regω(R) as a regularized ver-
sion of Stop(R1) or Stopω(R). Let us remark that this “regularization”
technique has already been used by David and Semmes (see [DS1], for
example).

7.2. The suppressed operators TΦ. Given a Calderón-Zygmund ker-
nel k(x, y) and a non negative Lipschitz function Φ with Lipschitz con-
stant ≤ 1, following [NTV2], we define another kernel kΦ(x, y) as fol-
lows:

kΦ(x, y) := k(x, y)
|x− y|2

|x− y|2 + Φ(x)Φ(y)
.

It turns out that kΦ(x, y) is a Calderón-Zygmund kernel whose con-
stants (in the definition (1.1)) are bounded above independently of Φ
(see [NTV2], and also [Pr] for example). We denote by TΦ the Calderón-
Zygmund operator associated to the kernel kΦ(x, y).

One should think of TΦ as a kind of smooth ε-truncation of T , with
ε = Φ(x) (see Lemma 7.3 below). The operator TΦ will act as a smooth
version of KR, choosing Φ(x) appropriately. Notice that, unlike TΦ,
KR is not smooth enough to be a CZO.

We also define the maximal operator

Mr
Φν(x) = sup

r≥Φ(x)

|ν|(B(x, r))

r
.

In particular,

Mr
Φ(f dµ)(x) = sup

r≥Φ(x)

1

r

∫

B(x,r)

|f | dµ.

Lemma 7.3. For any complex Radon measure ν on C, the following
properties hold:

(a) For all x, y ∈ C, x 6= y:

|kΦ(x, y)| ≤ min

(
1

Φ(x),Φ(y)

)
.

(b) For all x ∈ C and ε ≥ Φ(x),

|TΦ,εν(x) − Tεν(x)| . Mr
Φν(x).

(c) For all x ∈ C and ε ≤ Φ(x),

|TΦ,εν(x) − TΦ,Φ(x)ν(x)| . Mr
Φν(x),

where TΦ,Φ(x)ν is the Φ(x)-truncated version of TΦ.
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Proof: The estimates in this lemma are similar to the ones proved for the
Cauchy kernel in [NTV2]. For the sake of completeness, we will show
the detailed arguments (at least, for (b) and (c)). For the statement (a),
we refer to [Pr].

The estimate (b) follows easily. A straightforward calculation shows
that

|kΦ(x, y) − k(x, y)| .
Φ(x)Φ(y)

|x− y|
(
|x− y|2 + Φ(x)Φ(y)

)

.
Φ(x)

(
|x− y| + Φ(x)

)

|x− y|3
.

Then, for ε ≥ Φ(x), using (2.1) (with |ν| instead of µ) we get

|TΦ,εν(x) − Tεν(x)| .

∫

|x−y|>ε

Φ(x)

|x− y|2
d|ν|(y)+

∫

|x−y|>ε

Φ(x)2

|x− y|3
d|ν|(y)

.

(
Φ(x)

ε
+

Φ(x)2

ε2

)
sup
r≥ε

|ν|(B(x, r))

r
. Mr

Φν(x).

The statement (c) is a direct consequence of (a): for ε ≤ Φ(x) we
have

|TΦ,εν(x) − TΦ,Φ(x)ν(x)| =

∣∣∣∣∣

∫

ε<|x−y|≤Φ(x)

kΦ(x, y) dν(y)

∣∣∣∣∣

.
|ν|(B(x,Φ(x)))

Φ(x)
. Mr

Φν(x).

Given a fixed R ∈ Topω, we choose the following function Φ:

(7.2) Φ(x) :=
1

20
dR(x),

where dR(x) has been defined in (7.1). Notice that Φ(x) is Lipschitz
with Lipschitz constant ≤ 1/20 < 1.

Lemma 7.4. Let R ∈ Topω and Φ defined in (7.2). We have

(a) If x ∈ Q for some Q ∈ Stopω(R), then Φ(x) ≤ 3`(Q)/20.

(b) If x ∈ R \
⋃

Q∈Stopω(R)Q, then Φ(x) = 0.

(c) If x ∈ Q for some Q ∈ Regω(R), then Φ(x) ≥ 2`(Q)/5.

(d) For all x ∈ 3R and r ≥ Φ(x), we have

(7.3) µ(B(x, r) ∩ 3R) ≤ C2θµ(3R) r.
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Proof: The statements in this lemma are a direct consequence of the defi-
nition of the family Regω(R) and of the properties shown in Lemma 7.2.
First we show (a). Take x ∈ Q, with Q ∈ Stopω(R). Let Q′ ∈ Top
be such that Q ∩ Q′ 6= ∅ and `(Q) = `(Q′). We cannot assure that
Q′ ∈ Stop(R1) because of the different rules used to define Stop(R1) and
Stopω(R). We know that either `(Q) = `(Q′) ≥ `(R)/4 or there exists
some P ∈ Stop(R1) (which may coincide with Q′) that contains Q′. In
the first case we have dR(x) ≤ `(R)/2 ≤ 2`(Q), which implies (a). In the
latter case (i.e. when there exists some P ∈ Stop(R1) such that P ⊇ Q′),
from the definitions it is easily seen that indeed we have P = Q′ and
then dR(x) ≤ 3`(Q) because dist(x,Q′) ≤ 2`(Q), which is equivalent
to (a).

The assertion (b) follows in an analogous way. We leave the details
for the reader.

To prove (c), consider x ∈ Q, with Q ∈ Regω(R). By definition, there
exists some y ∈ Q such that dR(y) ≥ 10`(Q). Since dR(·) is 1-Lipschitz,
we infer that dR(x) ≥ 8`(Q) which is equivalent to (b).

Consider now x ∈ 3R and r ≥ Φ(x). If x 6∈
⋃

Q∈Regω(R)Q then (7.3)

holds for all r > 0. Suppose now that there exists some Q ∈ Regω(R)
such that x∈Q. From (b) we deduce that 5r/2≥`(Q). By Lemma 7.2 (c)
we have

µ(B(x, 5r/2) ∩ 3R) ≤ C2θµ(3R)
5r

2
,

which yields (d).

Lemma 7.5. For R ∈ Topω and x ∈ R we have

|KRµ(x)| ≤ TΦ,µ,∗χ3R(x) + Cθµ(3R).

In this statement TΦ,µ,∗χ3R(x) stands for

TΦ,µ,∗χ3R(x) := sup
ε>0

|TΦ,ε(χ3R dµ)(x)|,

where TΦ,ε is the ε-truncated version of TΦ.

Proof: Consider Q ∈ Stopω(R) such that x ∈ Q. Then we have

|KRµ(x)| = |TJ(Q)µ(x) − TJ(R)µ(x)|

≤

∣∣∣∣∣

∫

|x−y|>`(Q)

k(x, y)χ3R(y) dµ(y)

∣∣∣∣∣+ Cθµ(3R).
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By Lemma 7.4 (a), Φ(x) ≤ `(Q), and then by Lemma 7.3 (b) we get
∣∣∣∣∣

∫

|x−y|>`(Q)

k(x, y)χ3R(y) dµ(y)

∣∣∣∣∣= |T`(Q)(χ3R dµ)(x)|

≤|TΦ,`(Q)(χ3R dµ)(x)|+CM r
Φ(χ3Rdµ)(x)

≤TΦ,µ,∗χ3R(x) + Cθµ(3R).

Our next objective consists in showing that TΦ,µ,∗ is bounded
on L2(µ|3r) with norm ≤ Cθµ(3R). From this result and the preceding
lemma, we will deduce Lemma 7.1. First, in next subsection we will
study the L2(µ|3r) boundedness of TΦ,µ (see Lemma 7.9). In Subsec-
tion 7.4 we will deal with the operator TΦ,µ,∗.

7.3. L2 boundedness of TΦ,µ. Before proving the L2(µ|3r) bound-
edness of TΦ,µ with norm ≤ Cθµ(3R), we need to prove the following
result.

Lemma 7.6. Let R ∈ Topω and Φ defined as in (7.2). Consider
the measure σ = θµ(3R) dH1

|ΓR
. Then TΦ,σ is bounded from Lp(σ)

into Lp(µ|3R), for 1 < p < ∞, with norm ≤ Cpθµ(3R), with Cp de-
pending only on p. Also, TΦ,σ is bounded from L1(σ) into L1,∞(µ|3R),
with norm ≤ Cθµ(3R).

This result is only a slight variant of the one obtained by G. David
in [Da1, Proposition 5]. However, we will prove it for the sake of com-
pleteness. The first step consists in proving next lemma.

Lemma 7.7. Let R ∈ Topω and Φ defined as in (7.2). For any 0<s≤1,
the following inequality holds:
(7.4)

TΦ,∗(f dH
1
ΓR

)(x)≤Cs

[
Mr

Φ

(
T∗(f dH

1
ΓR

)s dH1
ΓR

)
(x)1/s+Mr

Φ(f dH1
ΓR

)(x)
]
,

for any x ∈ 3R, with Cs depending on s.

Proof: We will show that |TΦ,ε(f dH
1
ΓR

)(x)| is bounded above by the
right hand side of (7.4), for every ε > 0. By Lemma 7.3 (c), it is enough
to consider the case ε ≥ Φ(x). Moreover, to prove (7.4) we may assume
ε ≥ 9

10 dist(x,ΓR), since otherwise we have TΦ,εν(x) = TΦ,ε0ν(x) with

ε0 = 9
10 dist(x,ΓR).

So we assume ε ≥ max
(
Φ(x), 9

10 dist(x,ΓR)
)
. In this situation, we

have

(7.5) H1(B(x, 2ε) ∩ ΓR) & ε.
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Let us check that

(7.6) |TΦ,ε(f dH
1
ΓR

)(x)| ≤ |Tε(f dH
1
ΓR

)(y)| + CM r
Φ(f dH1

ΓR
)(x)

for every y ∈ B(x, 2ε) ∩ ΓR. Indeed, since ε ≥ Φ(x), by Lemma 7.3 (b)
we get

|TΦ,ε(f dH
1
ΓR

)(x)| ≤ |Tε(f dH
1
ΓR

)(x)| + CM r
Φ(f dH1

ΓR
)(x).

We put

|Tε(f dH
1
ΓR

)(x)| ≤ |Tε(f dH
1
ΓR

)(x) − T4ε(f dH
1
ΓR

)(x)|

+ |T4ε(f dH
1
ΓR

)(x) − TC\B(x,4ε)(f dH
1
ΓR

)(y)|

+ |TC\B(x,4ε)(f dH
1
ΓR

)(y) − Tε(f dH
1
ΓR

)(y)|

+ |Tε(f dH
1
ΓR

)(y)|.

(7.7)

We have

|T4ε(f dH
1
ΓR

)(x) − Tε(f dH
1
ΓR

)(x)| .
1

ε

∫

B(x,4ε)

|f | dH1
ΓR

. Mr
Φ(f dH1

ΓR
)(x).

On the other hand, by standard estimates we obtain

|T4ε(f dH
1
ΓR

)(x) − TC\B(x,4ε)(f dH
1
ΓR

)(y)| . sup
r≥4ε

1

r

∫

B(x,r)

|f | dH1
ΓR

. Mr
Φ(f dH1

ΓR
)(x).

It is also straightforward to check that the third term on the right hand
side of (7.7) is bounded above by CM r

Φ(f dH1
ΓR

)(x). So (7.6) holds.
From (7.6), for any 0 < s ≤ 1 we derive

|TΦ,ε(f dH
1
ΓR

)(x)|s ≤ |Tε(f dH
1
ΓR

)(y)|s + CMr
Φ(f dH1

ΓR
)(x)s.

If we average this estimate with respect to y ∈ B(x, 2ε) ∩ ΓR and we
use (7.5), we obtain

|TΦ,ε(f dH
1
ΓR

)(x)|s .
1

2ε

∫

y∈B(x,2ε)∩ΓR

T∗(f dH
1
ΓR

)(x)sdH1
ΓR

+Mr
Φ(f dH1

ΓR
)(x)s.

Exponentiating by 1/s, (7.4) follows.
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Proof of Lemma 7.6: First we show that M r
Φ (to be more precise, per-

haps we should write M r
Φ,σ instead of M r

Φ now) is bounded from L1(σ)

into L1,∞(µ|3R) with norm ≤ Cθµ(3R) and from Lp(σ) into Lp(µ|3R)
with norm ≤ Cpθµ(3R), for 1 < p ≤ ∞. Notice that for p = ∞ this
follows easily from the definitions. Interpolation with the weak (1, 1)
estimate then yields the result for 1 < p <∞.

In fact, we will prove a slightly stronger result than the weak (1, 1) es-
timate. Consider the following maximal operator:

Nr(f dσ)(x) := sup
1

r

∫

Br

|f | dσ,

where the supremum is taken over all the balls Br of radius r which
contain x such that µ(5Br) ≤ C4θµ(3R)5r [the constant C2 is the same
as in (7.3)]. Notice that

Mr
Φ(f dσ)(x) ≤ N r(f dσ)(x) for all f ∈ L1

loc(σ), x ∈ 3R.

Let λ > 0 be fixed. We want to estimate the µ-measure of

Ωλ := {x ∈ 3R : N r(f dσ)(x) > λ}.

By the 5r-covering theorem of Vitali, there exists a family of disjoint
balls {Bri

}i∈I such that

Ωλ ⊂
⋃

i∈I

5Bri
∩ 3R,

with µ(5Bri
∩ 3R) ≤ C4θµ(3R)5ri for each ball Bri

. Then we have

µ(Ωλ) ≤
∑

i

µ(5Bri
∩ 3R) ≤ 5C4θµ(3R)

∑

i

ri

.
θµ(3R)

λ

∑

i

∫

Bri
∩3R

|f | dσ .
θµ(3R)

λ

∫

Ωλ

|f | dσ.

(7.8)

Thus Nr and thus Mr
Φ are bounded from L1(σ) into L1,∞(µ|3R) with

norm ≤ Cθµ(3R).
For 1 < p <∞, by inequality (7.4), the boundedness ofM r

Φ from Lp(σ)
into Lp(µ|3R) with norm ≤ Cθµ(3R) and the Lp(σ) boundedness of Tσ,∗

imply the boundedness of TΦ,σ,∗ from Lp(σ) into Lp(µ) with norm ≤
Cθµ(3R).
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Let us deal with the weak (1, 1) case. From (7.4) (with s = 1/2) we
deduce

µ{x ∈ 3R : TΦ,∗(f dσ)(x) > λ}

≤ µ{x ∈ 3R : M r
Φ

(
T∗(f dσ)1/2dσ

)
(x) > C3θµ(3R)λ1/2}

+ µ{x ∈ 3R : M r
Φ(f dσ)(x) > C4λ},

with C3, C4 > 0. The last term on the right hand side is bounded above
by Cθµ(3R)‖f‖L1(σ)/λ because of the weak (1, 1) inequality obtained
forMr

Φ. To estimate the first term on the right hand side we will use (7.8)
and we will apply Kolmogorov’s inequality: we denote

Ω0 := {x ∈ 3R : N r
(
T∗(f dσ)1/2dσ

)
(x) > C3θµ(3R)λ1/2},

and then we get

µ{x ∈ 3R : M r
Φ

(
T∗(f dσ)1/2

)
(x) > C3θµ(3R)λ1/2} ≤ µ(Ω0)

.
1

λ1/2

∫

Ω0

|T∗(f dσ)|1/2 dσ

.
1

λ1/2
µ(Ω0)

1/2‖T∗(f dσ)‖
1/2
L1,∞(σ)

.
θµ(3R)1/2

λ1/2
µ(Ω0)

1/2‖f‖
1/2
L1(σ).

Thus µ(Ω0) . θµ(3R)‖f‖L1(σ)/λ, and we are done.

The following result is probably well known, but we will also prove it
for completeness.

Proposition 7.8. Let ν be a Radon measure on C. Let S be an operator
bounded on L2(ν) with norm N2. Suppose that S and its adjoint S∗ are
bounded from L1(ν) into L1,∞(ν) with norm ≤ N1. Then, N2 ≤ CN1,
where C is an absolute constant.

Proof: For 1 < p < ∞, we denote by Np(S) and Np(S
∗) the respec-

tive norms of S and S∗ as operators in Lp(ν). By duality we ob-
viously have N2(S) = N2(S

∗) = N2. By real interpolation we have

N4/3(S) ≤ CN
1/2
1 N

1/2
2 , and similarly for S∗: N4/3(S

∗) ≤ CN
1/2
1 N

1/2
2 .

By duality, the last inequality yields N4(S) ≤ CN
1/2
1 N

1/2
2 . Then, by

complex interpolation, N2(S) ≤ N4/3(S)1/2N4(S)1/2 ≤ CN
1/2
1 N

1/2
2 ,

which is equivalent to N2 ≤ C1/2N1.
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Lemma 7.9. For R ∈ Topω and Φ defined as in (7.2), TΦ,µ is bounded
on L2(µ|3R) with norm ≤ Cθµ(3R).

By Proposition 7.8, to prove this lemma it is enough to show that TΦ,µ

is bounded from L1(µ|3R) into L1,∞(µ|3R) with norm ≤ Cθµ(3R). A
direct proof of the L2(µ|3R) boundedness (by comparison of µ|3R with
some appropriate measure supported on ΓR) would be more difficult.

Proof: Let us show that TΦ,µ is bounded from L1(µ|3R) into L1,∞(µ|3R)

with norm ≤ Cθµ(3R). Set {Qi}i∈I := Regω(R) and let {Q̃i}i∈I be
µ-doubling squares such that, for each i ∈ I , Qi is contained in and

concentric with Q̃i, and moreover δµ(Qi, Q̃i) ≤ Cθµ(3R) and 1
2 Q̃i∩ΓR 6=

∅. Suppose that the order of the sequence {Qi}i∈I is non increasing in
size. We set χi := χQi\

Si−1
j=1 Qj

. For each i ∈ I we define

ϕi(x) :=
χ eQi∩ΓR

(x)

H1(Q̃i ∩ ΓR)

∫
χif dµ.

We have

f = fχC\
S

i Qi
+
∑

i

fχi =: g + b.

By the properties of the squares {Qi}i, supp(µ) \
⋃

i Qi ⊂ ΓR, and by
the Radon-Nikodym theorem,

µ|C\
S

i Qi
= ηH1

ΓR
,

where η some function such that 0 ≤ η ≤ Cθµ(3R). By Lemma 7.6,
Tµ|C\

S
i Qi

,Φ is bounded from L1(µ|C \
⋃

iQi) into L1,∞(µ) with norm ≤

Cθµ(3R) and so

(7.9) µ{x : |TΦ,µg(x)| > λ} .
θµ(3R)

λ

∫
|g| dµ .

θµ(3R)

λ

∫
|f | dµ.

To deal with the term corresponding to b, we put

b dµ =
∑

i

(
fχi dµ− ϕi dH

1
ΓR

)
+
∑

i

ϕi dH
1
ΓR

=:
∑

i

νi +
∑

i

ϕi dH
1
ΓR
.

Observe that

∑

i

∫
|ϕi| dH

1
ΓR

=
∑

i

∣∣∣∣
∫
χif dµ

∣∣∣∣ ≤
∫

|f | dµ.
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By Lemma 7.6 we obtain

µ

{
x : TΦ

(
∑

i

ϕi dH
1
ΓR

)
(x) > λ

}
.
θµ(3R)

λ

∥∥∥∥∥
∑

i

ϕi

∥∥∥∥∥
L1(H1

ΓR
)

.
θµ(3R)

λ
‖f‖L1(µ).

(7.10)

Now we turn our attention to TΦ(
∑

i νi). We set

(7.11)

∫ ∣∣∣∣∣TΦ

(
∑

i

νi

)∣∣∣∣∣ dµ ≤
∑

i

∫

C\2 eQi

|TΦνi| dµ+
∑

i

∫

2 eQi

|TΦνi| dµ.

Since
∫
dνi = 0, for x 6∈ 2Q̃i, by standard estimates, we get

|TΦνi(x)| .
`(Q̃i)‖νi‖

|x− zi|2
,

where zi is the center of Qi. Thus, by (2.1),
∫

C\2 eQi

|TΦνi| dµ . ‖νi‖

∫

C\2 eQi

`(Q̃i)

|x− zi|2
dµ(x)

. θµ(3R)‖νi‖ ≤ Cθµ(3R)

∫
|χif | dµ.

To estimate the last integral in (7.11) we set
∫

2 eQi

|TΦνi| dµ ≤

∫

2 eQi

|TΦ(ϕi dH
1
ΓR

)| dµ

+

∫

2 eQi\2Qi

|TΦ(χif dµ)| dµ

+

∫

2Qi

|TΦ(χif dµ)| dµ =: I1 + I2 + I3.

To deal with I1 we take into account that ϕi is an L2 function and Q̃i is
doubling, and then we apply Lemma 7.6:

I1 . µ(Q̃i)
1/2

(∫
|TΦ(ϕi dH

1
ΓR

)| dµ

)1/2

. µ(Q̃i)
1/2‖ϕi‖L2(θµ(3R)H1

ΓR
)

. µ(Q̃i)
1/2θµ(3R)1/2 ‖χif‖L1(µ)

H1(2Q̃i ∩ ΓR)
. θµ(3R)‖χif‖L1(µ).
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For I2 we use the brutal estimate

|TΦ(χif dµ)(x)| .
‖χif‖L1(µ)

|x− zi|
if x ∈ 2Q̃i \Qi

and we obtain

I2 . ‖χif‖L1(µ)

∫

2 eQi\Qi

1

|x− zi|
dµ

= δµ(2Qi, 2Q̃i)‖χif‖L1(µ) . θµ(3R)‖χif‖L1(µ).

Finally, for I3 we use that if x ∈ Qi then Φ(x) & `(Qi), and so by
Lemma 7.3 (a), |TΦ(χif dµ)(y)| . ‖χif‖L1(µ)/`(Qi) for any y ∈ 2Qi.
Thus,

I3 . ‖χif‖L1(µ)
µ(2Qi)

`(Qi)
. θµ(3R)‖χif‖L1(µ).

Therefore,
∫ ∣∣∣∣∣TΦ

(
∑

i

νi

)∣∣∣∣∣ dµ . θµ(3R)‖f‖L1(µ).

From this estimate, (7.9), and (7.10), we deduce that TΦ,µ is bounded
from L1(µ|3R) into L1,∞(µ|3R) with norm ≤ Cθµ(3R).

7.4. L2 boundedness of TΦ,µ,∗.

Lemma 7.10. For R ∈ Topω and Φ defined as in (7.2), TΦ,µ,∗ is
bounded on L2(µ|3R) with norm ≤ Cθµ(3R).

This result is a direct consequence of a Cotlar type inequality proved
by Nazarov, Treil and Volberg. To state it we need to introduce some
notation. Given a Radon measure σ on C and f ∈ L1

loc(σ), we set

M̃σf(x) = sup
r>0

1

σ(B(x, 3r))

∫

B(x,r)

|f | dσ,

and

M̃σ,3/2f(x) = sup
r>0

(
1

σ(B(x, 3r))

∫

B(x,r)

|f |3/2 dσ

)2/3

.

The following lemma has been proved in [NTV2, Theorem 5]. See
also [Vo, Theorem 11.1].
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Lemma 7.11 ([NTV2, Theorem 5]). Let σ be a Radon measure on C,
and let S be a Calderón-Zygmund operator with kernel s(x, y) which
satisfies (1.1) with constant CS. For a fixed C0 > 0, let

R(x) = sup{r > 0 : σ(B(x, r)) > C0r}, for x ∈ C.

Suppose that the kernel s(x, y) satisfies

|s(x, y)| ≤ min

(
1

R(x)
,

1

R(y)

)

for all x, y ∈ C. Then there is an absolute constant A such that the
following Cotlar type inequality holds for any f ∈ L1

loc(σ) and x ∈ C:

S∗(f dσ)(x)≤ACS

[
M̃σ(S(f dσ))(x)+

(
C0+‖Sσ‖L2(σ),L2(σ)

)
M̃σ,3/2f(x)

]
.

To prove Lemma 7.10 from the preceding Cotlar type inequality, we
only have to take S := TΦ, σ := µ|3R and C0 := Cθµ(3R) and use
Lemma 7.9.

7.5. Proof of Lemma 7.1. By Lemmas 7.5 and 7.10 we have
∥∥KRµ

∥∥
L2(µ)

≤
∥∥χRTΦ,∗(χ3Rµ)

∥∥
L2(µ)

+ Cθµ(3R)µ(3R)1/2

. θµ(3R)µ(3R)1/2.

8. Estimate of
∑

Q,R∈Topω:Q6=R〈KQµ, KRµ〉

Since supp(KQµ)∩ supp(KRµ) = ∅ unless Q ⊂ R or R ⊂ Q, we have

(8.1)
∑

Q,R∈Topω:Q6=R

〈KQµ,KRµ〉 = 2 Re
∑

Q,R∈Topω:Q(R

〈KQµ,KRµ〉.

As explained at the end of Section 6, to estimate the sums in (8.1)
we want to use some kind of quasi-orthogonality argument. We would
be very happy if the functions KQµ had mean value zero, because in
this case we would use the smoothness of KRµ on Q to conclude that
〈KQµ,KRµ〉 becomes very small as `(Q)/`(R) → 0.

However, the functions KQµ don’t have mean value zero. Indeed,
recall that

(8.2) KQµ =
∑

M∈Treeω(R)

TMµ,

and also that TMµ = χMTnµ, with n = J(M). Then, by the antisym-
metry of the kernel of Tn we have

(8.3)

∫
χMTn(χM µ) dµ = 0.
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Unfortunately, from this fact we cannot infer that TMµ, and so KRµ,
have mean value zero.

Nevertheless, the identity (8.3) becomes more useful if we replace M
by a larger square (keeping n fixed). Let us explain why. Consider a
square S ∈ ∆m(ω), with m � n, and then by antisymmetry we have
again ∫

S

Tn(χS µ) dµ = 0.

Therefore,

∑

M∈Dn(ω):M⊂S

∫
TMµ dµ =

∫

S

Tn(µ) dµ

=

∫

S

Tn(χS µ) dµ+

∫

S

Tn(χC\S µ) dµ

=

∫

S

Tn(χC\S µ) dµ.

Now recall that the kernel of Tn is ϕn(x− y) k(x, y), and ϕn(x− y) = 0
if |x− y| ≥ 2−n+1. As a consequence,
∫

S

Tn(χC\S µ) dµ =

∫

S

Tn(χU2−n+1(∂S)
µ) dµ = −

∫

U2−n+1(∂S)

Tn(χSµ) dµ,

where U2−n+1(∂S) is the 2−n+1-neighborhood of ∂S, which is a very thin
tubular neighborhood (we are assuming that `(S) � 2−n). We obtain

∣∣∣∣∣∣

∑

M∈Dn(ω):M⊂S

∫
TMµ dµ

∣∣∣∣∣∣
≤ ‖TnχS‖L∞(µ)µ(U2−n+1(∂S)),

and we should expect µ(U2−n+1(∂S)) � µ(S) quite often (i.e. averaging
with respect to dyadic lattices).

In order to implement this idea (or a variant of it), we operate as fol-
lows. Given Q,R ∈ Topω with Q ( R, there exists some P ∈ Stopω(R)
which contains Q. When we replace the functions KQµ by sums like the
one on the right hand side of (8.2), for each fixed R ∈ Topω, we get

∑

Q∈Topω :Q(R

〈KQµ,KRµ〉 =
∑

P∈Stopω(R)

∑

Q∈Topω:Q⊂P

〈KQµ,KRµ〉

=
∑

P∈Stopω(R)

∑

n>J(P )

〈χPTnµ,KRµ〉.
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To estimate the last sum we split each P ∈ Stopω(R) into squares S ∈
Dm(ω), where m = m(J(P ), n) is an intermediate value between n
and J(P ) (for example, the integer part of the arithmetic mean of J(P )
and n). So we put

∑

Q∈Topω :Q(R

〈KQµ,KRµ〉

=
∑

P∈Stopω(R)

∑

n>J(P )

∑

S∈Dm(ω):S⊂P

〈χSTnµ,KRµ〉

=
∑

P∈Stopω(R)

∑

n>J(P )

∑

S∈Dm(ω):S⊂P

〈χSTn(χSµ),KRµ〉

+
∑

P∈Stopω(R)

∑

n>J(P )

∑

S∈Dm(ω):S⊂P

〈χSTn(χC\Sµ),KRµ〉

=: A+B.

(8.4)

We will estimate the terms A and B separately. To deal with A we will
take into account that χST (χSµ) has mean value 0 and KRµ is a smooth
function on S ⊂ P . To deal with B we will use the fact that χSTn(χC\Sµ)
vanishes out of a thin tubular neighborhood of ∂S, as explained above,
whose average (with respect to ω ∈ Ω) µ-measure is small.

9. Estimate of A in (8.4)

In the following lemma, given Q,R ∈ Topω such that Q ( R, we
denote by RQ the square from Stopω(R) which contains Q.

Lemma 9.1. For each ω ∈ Ω and R ∈ Topω, we have

|A| = |A(ω,R)| . θµ(3R)
∑

Q∈Topω:Q(R

2−|J(Q)−J(RQ)|/2θµ(3Q)µ(Q).

Proof: Since
∫

S Tn(χSµ) dµ = 0 (by the antisymmetry of Tn), we have

〈χSTn(χSµ),KRµ〉 =

∫

S

Tn(χSµ)(KRµ−KRµ(zS)) dµ,

where zS stands for the center of S. Notice that, on each stopping
square P of R, the kernel of kR of KR coincides with a smooth truncation
of k(x, y) which satisfies the gradient condition

|kR(x, y) − kR(x′, y)| .
|x− x′|

(`(P ) + |x− y|)2
.
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Hence, using (2.1), for x ∈ S one easily gets

|KRµ(x) −KRµ(zS)| .

∫

3R

`(S)

(`(P ) + |zS − y|)2
dµ(y) .

`(S)

`(P )
θµ(3R).

Thus, by the choice of m = m(J(P ), n),

∣∣〈χSTn(χSµ),KRµ〉
∣∣ . 2−|n−J(P )|/2θµ(3R)

∫

S

|Tn(χSµ)| dµ

. 2−|n−J(P )|/2θµ(3R)

∫

S

θµ,n(x) dµ(x),

where we have denoted θµ,n(x) := µ(B(x, 2−n+2))/2−n+2. Summing
on S we obtain

∑

S∈Dm(ω):S⊂P

|〈χSTn(χSµ),KRµ〉|. 2−|n−J(P )|/2θµ(3R)

∫

P

θµ,n(x) dµ(x).

To estimate A, now we organize the sums in trees

|A|.θµ(3R)
∑

P∈Stopω(R)

∑

n>J(P )

2−|n−J(P )|/2

∫

P

θµ,n(x) dµ(x)

.θµ(3R)
∑

P∈Stopω(R)

∑

n>J(P )

∑

M∈Dn(ω):Q⊂P

2−|J(M)−J(P )|/2θµ(3M)µ(M)

=θµ(3R)
∑

P∈Stopω(R)

∑

Q∈Topω :Q⊂P

∑

M∈Treeω(Q)

2−|J(M)−J(P )|/2θµ(3M)µ(M).

In the last sum we have θµ(3M) ≤ Cθµ(3Q) and

∑

M∈Treeω(Q)

2−|J(M)−J(P )|/2µ(M) . 2−|J(Q)−J(P )|/2µ(Q).

Therefore,

|A| . θµ(3R)
∑

P∈Stopω(R)

∑

Q∈Topω:Q⊂P

2−|J(Q)−J(P )|/2θµ(3Q)µ(Q)

= θµ(3R)
∑

Q∈Topω :Q(R

2−|J(Q)−J(RQ)|/2θµ(3Q)µ(Q).
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Now we need to introduce some additional notation. Given R ∈ Topω

and k ≥ 1, we define a family of squares Stopk
ω(R) ⊂ Dω inductively: we

set Stop1
ω(R) := Stopω(R), and for k ≥ 2,

Stopk
ω(R) = {Q : ∃ R̃ ∈ Stopk−1

ω (R) such that Q ∈ Stop(R̃)}.

That is, Stopk
ω(R) = Stopω(Stopk−1

ω (R)).

Lemma 9.2. We have

∑

R∈Topω

|A(ω,R)| .
∑

R∈Topω

θµ(3R)2µ(R).

Proof: From the preceding lemma we get

∑

R∈Topω

|A(ω,R)|

.
∑

R∈Topω

θµ(3R)µ(R)1/2
∑

Q∈Topω :Q(R

2−|J(Q)−J(RQ)|/2µ(Q)1/2

µ(R)1/2
θµ(3Q)µ(Q)1/2

=
∑

k≥1

2−k/2
∑

R∈Topω

θµ(3R)µ(R)1/2
∑

Q∈Stopk
ω(R)

µ(Q)1/2

µ(R)1/2
θµ(3Q)µ(Q)1/2.

In the last identity we used that if Q ∈ Stopk
ω(R), then |J(Q)−J(RQ)| ≥

k−1. By Cauchy-Schwartz, for each k ≥ 1 and every R ∈ Topω we have

∑

Q∈Stopk
ω(R)

µ(Q)1/2

µ(R)1/2
θµ(3Q)µ(Q)1/2 ≤


 ∑

Q∈Stopk
ω(R)

µ(Q)

µ(R)




1/2

×


 ∑

Q∈Stopk
ω(R)

θµ(3Q)2µ(Q)




1/2

≤


 ∑

Q∈Stopk
ω(R)

θµ(3Q)2µ(Q)




1/2

,
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since Stopk
ω(R) is a family of disjoint dyadic squares, for each k ≥ 1.

Using Cauchy-Schwartz again, we obtain
∑

R∈Topω

|A(ω,R)|

.
∑

k≥1

2−k/2
∑

R∈Topω

θµ(3R)µ(R)1/2


 ∑

Q∈Stopk
ω(R)

θµ(3Q)2µ(Q)




1/2

.
∑

k≥1

2−k/2


 ∑

R∈Topω

θµ(3R)2µ(R)




1/2
 ∑

R∈Topω

∑

Q∈Stopk
ω(R)

θµ(3Q)2µ(Q)




1/2

.
∑

k≥1

2−k/2
∑

R∈Topω

θµ(3R)2µ(R) h
∑

R∈Topω

θµ(3R)2µ(R).

10. Estimate of B in (8.4)

Recall that, given F ⊂ C, Uδ(F ) stands for the δ-neighborhood of F .
Also, for any n ∈ Z, we denote

∂Dn(ω) :=
⋃

Q∈Dn(ω)

∂Q.

Notice that Uδ(∂Dn(w)) is the union of the tubular δ-neighborhoods of
the vertical and horizontal lines of the grid which defines Dn(ω).

Lemma 10.1. For R ∈ Topω, P ∈ Stopω(R), we have
∣∣∣∣∣∣

∑

n>J(P )

∑

S∈Dm(P,n)(ω):S⊂P

〈χSTn(χC\Sµ),KRµ〉

∣∣∣∣∣∣

.
∑

Q∈Topω :Q⊂P

‖KRµ‖L2(µ|Q)θµ(3Q)

×
∑

n>J(Q)

µ
(
Q∩U2−n+1(∂Dm(P,n)(ω))

)1/2
,

(10.1)

where we have denoted m(P, n) := [(n+ J(P ))/2].
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Proof: Observe that χSTn(χC\Sµ) vanishes out of

U2−n+1(∂S) ⊂ U2−n+1(∂Dm(P,n)(ω)),

and for x ∈M ∩ U2−n+1(∂S), M ∈ Dn(ω), we have

|χSTn(χC\Sµ)(x)| . θµ(3M).

Thus the left hand side of (10.1) is bounded above by

C
∑

n≥J(P )

∑

S∈Dm(P,n)(ω):
S⊂P

∑

M∈Dn(ω):
M⊂S

θµ(3M)

∫

U2−n+1 (∂Dm(P,n)(ω))∩M

|KRµ| dµ

.
∑

Q∈Topω :Q⊂P

θµ(3Q)
∑

M∈Treew(Q)

∫

U2`(M)(∂Dm(P,M)(ω))∩M

|KRµ| dµ

.
∑

Q∈Topω :Q⊂P

θµ(3Q)
∑

n>J(Q)

∫

U2−n+1 (∂Dm(P,n)(ω))∩Q

|KRµ| dµ,

and so the lemma follows from Cauchy-Schwartz inequality.

Given ω ∈ Ω, and Q,R ∈ Topω with Q ( R, we denote

(10.2) µω,Q,R :=


 ∑

n>J(Q)

µ
(
Q ∩ U2−n+1(∂Dm(RQ,n)(ω))

)1/2




2

.

Recall that RQ is the square from Stopω(R) which contains Q.

Lemma 10.2. We have

∑

R∈Topω

|B(ω,R)| .


 ∑

R∈Topω

θµ(3R)2µ(3R)




1/2

×
∑

k≥1


 ∑

R∈Topω

∑

Q∈Stopk
ω(R)

θµ(3Q)2µw,Q,R




1/2

.

Proof: From the preceding lemma we get
∑

R∈Topω

|B(ω,R)| .
∑

R∈Topω

∑

Q∈Topω :Q(R

‖KRµ‖L2(µ|Q)θµ(3Q)µ
1/2
ω,Q,R

=
∑

k≥1

∑

R∈Topω

θµ(3R)µ(3R)1/2
∑

Q∈Stopk
ω(R)

‖KRµ‖L2(µ|Q)

θµ(3R)µ(3R)1/2
θµ(3Q)µ

1/2
ω,Q,R.
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By Cauchy-Schwartz and since, by Lemma 7.1, we have
∑

Q∈Stopk
ω(R)

‖KRµ‖
2
L2(µ|Q) = ‖KRµ‖

2
L2(µ) . θµ(3R)2µ(3R),

for each k ≥ 1 and every R ∈ Topω we get

∑

Q∈Stopk
ω(R)

‖KRµ‖L2(µ|Q)

θµ(3R)µ(3R)1/2
θµ(3Q)µ

1/2
ω,Q,R

≤


 ∑

Q∈Stopk
ω(R)

‖KRµ‖
2
L2(µ|Q)

θµ(3R)2µ(3R)




1/2
 ∑

Q∈Stopk
ω(R)

θµ(3Q)2µω,Q,R




1/2

.


 ∑

Q∈Stopk
ω(R)

θµ(3Q)2µω,Q,R




1/2

.

By Cauchy-Schwartz again, we obtain
∑

R∈Topω

|B(ω,R)|

.
∑

k≥1

∑

R∈Topω

θµ(3R)µ(3R)1/2


 ∑

Q∈Stopk
ω(R)

θµ(3Q)2µω,Q,R




1/2

≤
∑

k≥1


 ∑

R∈Topω

θµ(3R)2µ(3R)




1/2
 ∑

R∈Topω

∑

Q∈Stopk
ω(R)

θµ(3Q)2µω,Q,R




1/2

,

and the lemma follows.

The next step consists of averaging the estimates obtained in the pre-
ceding lemma for

∑
R∈Topω

|B(ω,R)| with respect the probability mea-

sure p defined by the normalized Lebesgue measure on Ω = [0, 2N+1)2.

Lemma 10.3. We have∫

ω∈Ω

∑

R∈Topω

|B(ω,R)| dp(ω) .
∑

eR∈Top

θµ(R̃)2µ(R̃).

In this lemma and its proof, the symbol ˜ is written above the squares
that belong to the family Top (which, in particular implies that they do
not belong to D(ω), in general).
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Proof: By the preceding lemma we have

∫

Ω

∑

R∈Topω

|B(ω,R)| dp(ω) .


 ∑

eR∈Top

θµ(R̃)2µ(R̃)




1/2

×
∑

k≥1

∫

Ω


 ∑

R∈Topω

∑

Q∈Stopk
ω(R)

θµ(3Q)2µw,Q,R




1/2

dp(ω).

(10.3)

We will show that the integral on the right side is bounded above by

some constant times 2−k/2
(∑

eR∈Top θµ(R̃)2µ(R̃)
)1/2

.

For k ≥ 1, and Q ∈ Topω let Rk
Q ∈ Topω be the square such that

Q ∈ Stopk
ω(R) (in case that it exists). By Hölder’s inequality, for

each k ≥ 1 the last integral in the preceding estimate is bounded above
by



∫

Ω

∑

R∈Topω

∑

Q∈Stopk
ω(R)

θµ(3Q)2µw,Q,R dp(ω)




1/2

=



∫

Ω

∑

Q∈Topω

θµ(3Q)2


 ∑

n>J(Q)

µ(Q∩U2−n+1(∂Dm(Rk−1
Q ,n)(ω)))1/2



2

dp(ω)




1/2

=: I
1/2
k .

(10.4)

For the first identity, look at the definition of µω,Q,R in (10.2) and observe

that if Q ⊂ RQ, where RQ ∈ Stopω(R) and Q ∈ Stopk
ω(R), then Q ∈

Stopk−1
ω (RQ).

Notice that for every ω ∈ Ω

∑

Q∈Topω

· · · ≤
∑

eQ∈Top

∑

Q∈Topω :

Q∩ eQ6=∅,

`(Q)=`( eQ)

· · · ,

and for each Q̃ ∈ Top there are finitely many squares Q ∈ Topω which
intersect Q with the same size as Q, and moreover in this case θµ(3Q) ≈



The Cauchy Transform and Odd CZO’s 475

θµ(Q̃). Thus we deduce

Ik .
∑

eQ∈Top

θµ(Q̃)2

×
∑

Q∈Topω:

Q∩ eQ6=∅,

`(Q)=`( eQ)

∫

Ω


 ∑

n>J( eQ)

µ
(
3Q̃ ∩ U2−n+1(∂Dm(Rk−1

Q ,n)(ω))
)1/2




2

dp(ω).

(10.5)

To deal with the term inside the integral we apply Cauchy-Schwartz:


 ∑

n>J( eQ)

µ
(
3Q̃ ∩ U2−n+1(∂Dm(Rk−1

Q
,n)(ω))

)1/2




2

≤
∑

n>J( eQ)

2(n−J( eQ))/10µ
(
3Q̃∩U2−n+1(∂Dm(Rk−1

Q ,n)(ω)
) ∑

n>J( eQ)

2(−n+J( eQ))/10

= C
∑

n>J( eQ)

2(n−J( eQ))/10µ
(
3Q̃ ∩ U2−n+1(∂Dm(Rk−1

Q
,n)(ω)

)
.

(10.6)

From the fact that Q∈Stopk−1
ω (Rk−1

Q ), we infer that `(Rk−1
Q )≥2k−1`(Q).

In other words, J(Rk−1
Q ) ≤ J(Q) − k + 1, and so

m(Rk−1
Q , n) ≤

[
J(Q) + n− k + 1

2

]
=

[
J(Q̃) + n− k + 1

2

]
.

This implies that

∂Dm(Rk−1
Q

,n)(ω) ⊂ ∂Dh
J( eQ)+n−k+1

2

i(ω).

Then, by (10.5) and (10.6) we get

Ik .
∑

eQ∈Top

θµ(Q̃)2

×
∑

n>J( eQ)

2(n−J( eQ))/10

∫

Ω

µ
(
3Q̃ ∩ U2−n+1(∂Dh

J( eQ)+n−k+1
2

i(ω)
)
dp(ω).

(10.7)



476 X. Tolsa

By Fubini it is easy to check that for every square Q0 ⊂ C and all δ > 0
and m ∈ Z we have∫

Ω

µ(Q0 ∩ Uδ(∂Dm(ω))) dp(ω) ≤
Cδ

2−m
µ(Q0).

Therefore, we deduce
∫

Ω

µ
(
3Q̃ ∩ U2−n+1(∂Dh

J( eQ)+n−k+1
2

i(ω)
)
dp(ω)

.
2−n

2[−J( eQ)−n+k]/2
µ(3Q̃) = 2[−n+J( eQ)]/22−k/2µ(3Q̃).

Now we plug this estimate into (10.7) and we take into account that Q̃
is doubling:

Ik .
∑

eQ∈Top

θµ(Q̃)2µ(3Q̃)
∑

n≥J( eQ)

22(−n+J( eQ))/52−k/2

. 2−k/2
∑

eQ∈Top

θµ(Q̃)2µ(Q̃).

By this estimate and (10.3), we are done.

11. Proof of the Main Lemma 4.1

This is a straightforward consequence of Lemmas 7.1, 9.2 and 10.3.
Indeed, remember that in Section 6 we showed that

‖Tµ‖2
L2(µ) . µ(C) +

∥∥∥∥∥∥

∑

R∈Topω

KRµ

∥∥∥∥∥∥

2

L2(µ)

= µ(C) +
∑

R∈Topω

∥∥KRµ
∥∥2

L2(µ)
+

∑

Q,R∈Topω:Q6=R

〈KQµ,KRµ〉.

By Lemma 7.1,
∑

R∈Topω

∥∥KRµ
∥∥2

L2(µ)
.

∑

eR∈Top

θµ(R̃)2µ(R̃),

and by Lemmas 9.2 and 10.3,

∫

Ω

∣∣∣∣∣∣

∑

Q,R∈Topω:Q6=R

〈KQµ,KRµ〉

∣∣∣∣∣∣
dp(ω) .

∑

eR∈Top

θµ(R̃)2µ(R̃).
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Thus,

‖Tµ‖2
L2(µ) . µ(C) +

∑

eR∈Top

θµ(R̃)2µ(R̃) . µ(C) + c2(µ).

12. A final remark

With some very minor changes in the arguments used for Theorem 1.1,
one can prove the following (slightly) more general result.

Theorem 12.1. Let µ be a Radon measure without atoms on C. Sup-
pose that the Cauchy transform Cµ is bounded on L2(µ). Let k(x, y) be
an antisymmetric 1-dimensional Calderón-Zygmund kernel and let T be
the associated Calderón-Zygmund operator (as in (1.2)). Suppose that,
for any AD regular curve Γ, TH1

Γ
is bounded on L2(H1

Γ), and its norm is

bounded above by some constant depending only the AD regularity con-
stant of Γ and the constants C, η appearing in (1.1). Then Tµ is also
bounded on L2(µ).
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[Da1] G. David, Opérateurs intégraux singuliers sur certaines
courbes du plan complexe, Ann. Sci. cole Norm. Sup. (4)
17(1) (1984), 157–189.

[Da2] G. David, “Wavelets and singular integrals on curves and
surfaces”, Lecture Notes in Mathematics 1465, Springer-
Verlag, Berlin, 1991.

[Da3] G. David, Unrectifiable 1-sets have vanishing analytic ca-
pacity, Rev. Mat. Iberoamericana 14(2) (1998), 369–479.

[DS1] G. David and S. Semmes, Singular integrals and rectifiable
sets in Rn: Beyond Lipschitz graphs, Astérisque 193 (1991),
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