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$$
\begin{array}{ll}
\text { Abstract } & \text { The central theme running through our investigation is the } \\
& \infty \text {-Laplacian operator in the plane. Upon multiplication by a } \\
\text { suitable function we express it in divergence form, this allows } \\
\text { us to speak of weak } \infty \text {-harmonic function in } \mathscr{W}^{1,2} \text {. To every } \\
\infty \text {-harmonic function } u \text { we associate its conjugate function } v . \\
\text { We focus our attention to the first order Beltrami type equation } \\
\text { for } h=u+\imath v .
\end{array}
$$

## 1. Introduction

This paper is concerned with various linear and nonlinear PDEs whose prototype is the $p$-harmonic equation

$$
\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)=0, \quad 1<p<\infty
$$

The focus is on the limiting case as $p$ approaches $\infty$, referred to as the $\infty$-Laplacian

$$
\Delta_{\infty} u=2 \sum_{i, j=1}^{n} \frac{u_{x_{i}} u_{x_{j}}}{|\nabla u|^{2}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}
$$

Upon multiplication by a suitable function $\lambda=\lambda(\nabla u)$ we express this operator in divergence form. There may be several such functions $\lambda=$ $\lambda(\nabla u)$. We call them divergence factors. Writing the $\infty$-Laplacian in divergence form allows to speak of weak $\infty$-harmonic functions in the Sobolev class $\mathscr{W}_{\text {loc }}^{1,2}(\Omega)$. In analogy to the Cauchy-Riemann system we associate to every $\infty$-harmonic function $u \in W_{\text {loc }}^{1,2}(\Omega)$ in the planar domain $\Omega$ its conjugate function $v$. In general the complex function $h=u+v v$ is multivalued. This could happen because of the lack of existence of a continuous branch of the argument of $w=u_{x}+\imath u_{y}$. The
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novelty of our approach is that the first order Beltrami type equation for $h$ is elliptic and, therefore, defines a mapping of finite distortion.

## 2. Divergence factors and integrating fields

When dealing with nonlinear partial differential equations, it is often convenient to write them in divergence form. Consider, for example, the question of the domain of definition of a given nonlinear differential operator. Expressing this operator in a divergence form, makes one derivative dispensable in the definition of its domain. Naturally, there may exist many divergence forms of an operator, leading to different domains of definition. A typical example is furnished by the Hessian determinant in two variables:

$$
\begin{aligned}
\operatorname{det} \mathcal{H} u & =\operatorname{det}\left[\begin{array}{ll}
u_{x x} & u_{x y} \\
u_{x y} & u_{y y}
\end{array}\right] & & \\
& =u_{x x} u_{y y}-u_{x y} u_{x y} & & \text { for } \quad u \in \mathscr{W}_{\operatorname{loc}}^{2,2}(\Omega) \\
& =\left(u_{x} u_{y y}\right)_{x}-\left(u_{x} u_{x y}\right)_{y} & & \text { for } \quad u \in \mathscr{W}_{\operatorname{loc}}^{2,4 / 3}(\Omega) \\
& =\frac{1}{2}\left(u u_{x x}\right)_{y y}+\frac{1}{2}\left(u u_{y y}\right)_{x x}-\left(u u_{x y}\right)_{x y} & & \text { for } \quad u \in \mathscr{W}_{\operatorname{loc}}^{2,1}(\Omega) \\
& =\left(u_{x} u_{y}\right)_{x y}-\frac{1}{2}\left(u_{x} u_{x}\right)_{y y}-\frac{1}{2}\left(u_{y} u_{y}\right)_{x x} & & \text { for } \quad u \in \mathscr{W}_{\operatorname{loc}}^{1,2}(\Omega) .
\end{aligned}
$$

In another example, the reader may try to verify the following identity for the Gaussian curvature of a surface $z=u(x, y)$ in $\mathbb{R}^{3}$,

$$
\mathcal{K} u=\frac{u_{x x} u_{y y}-u_{x y} u_{x y}}{\left(1+u_{x}^{2}+u_{y}^{2}\right)^{2}}=\frac{\operatorname{det} \mathcal{H} u}{\left(1+|\nabla u|^{2}\right)^{2}} .
$$

First notice that $\mathcal{K} u$ is none other than the Jacobian determinant of the mapping

$$
\begin{aligned}
&(A, B)=( \left.\frac{u_{x}}{\sqrt{1+u_{x}^{2}+u_{y}^{2}}}, \frac{u_{y}}{\sqrt{1+u_{x}^{2}+u_{y}^{2}}}\right) \\
& \mathcal{K}=A_{x} B_{y}-A_{y} B_{x}
\end{aligned}
$$

We can express $\mathcal{K} u$ in divergence form using two different formulas

$$
\mathcal{K}=\left(A B_{y}\right)_{x}-\left(A B_{x}\right)_{y}=\left(A_{x} B\right)_{y}-\left(A_{y} B\right)_{x}
$$

This leads us to two different divergence forms of the curvature

$$
\mathcal{K}=\operatorname{div} \mathbf{F}
$$

The so-called integrating field $\mathbf{F}=\left(F^{1}, F^{2}\right)$ can be expressed as

$$
\left\{\begin{array}{l}
F^{1}=\frac{u_{x}}{\left(1+u_{x}^{2}+u_{y}^{2}\right)^{2}}\left[\left(1+u_{x}^{2}\right) u_{y y}-u_{x} u_{y} u_{x y}\right] \\
F^{2}=-\frac{u_{x}}{\left(1+u_{x}^{2}+u_{y}^{2}\right)^{2}}\left[\left(1+u_{x}^{2}\right) u_{x y}-u_{x} u_{y} u_{x x}\right]
\end{array}\right.
$$

or

$$
\left\{\begin{array}{l}
F^{1}=-\frac{u_{y}}{\left(1+u_{x}^{2}+u_{y}^{2}\right)^{2}}\left[\left(1+u_{y}^{2}\right) u_{x y}-u_{x} u_{y} u_{y y}\right] \\
F^{2}=\frac{u_{y}}{\left(1+u_{x}^{2}+u_{y}^{2}\right)^{2}}\left[\left(1+u_{y}^{2}\right) u_{x x}-u_{x} u_{y} u_{x y}\right]
\end{array}\right.
$$

Adding up these two solutions we gain a symmetry with respect to $x$ and $y$. Namely,

$$
\begin{aligned}
2 \mathcal{K} & =\left(A B_{y}-A_{y} B\right)_{x}+\left(A_{x} B-A B_{x}\right)_{y} \\
2 \mathbf{F} & =\left(\frac{u_{x} u_{y y}-u_{y} u_{x y}}{1+u_{x}^{2}+u_{y}^{2}}, \frac{u_{y} u_{x x}-u_{x} u_{x y}}{1+u_{x}^{2}+u_{y}^{2}}\right)
\end{aligned}
$$

One interesting outcome of this calculation is that the Gaussian curvature can be defined for surfaces parameterized by functions in $\mathscr{W}_{\text {loc }}^{2,1}(\Omega)$. Such parametrizations have integrating factors $\mathbf{F} \in \mathscr{L}_{\text {loc }}^{1}\left(\Omega, \mathbb{R}^{n}\right)$.

In this paper we are concerned with the differential operators which are linear with respect to the second order derivatives,

$$
\mathcal{L} u=\sum_{i, j=1}^{n} G_{i j}(\nabla u) \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}
$$

Here the symmetric matrix function

$$
\mathbf{G}=\mathbf{G}(V)=\left[G_{i j}(V)\right], \quad i, j=1, \ldots, n
$$

defined for $V \in \mathbb{R}^{n}$ may have a singularity at $V=0$. This corresponds to the critical points of $u$. Let us try to express $\mathcal{L} u$ in divergence form

$$
\mathcal{L} u=\operatorname{div} \mathbf{F}(\nabla u), \quad \mathbf{F}=\left(F^{1}, \ldots, F^{n}\right) .
$$

Elementary computations show that the integrating field $\mathbf{F}: \mathbb{R}^{n} \backslash\{0\} \rightarrow$ $\mathbb{R}^{n}$ must satisfy the following overdetermined system of PDEs

$$
\begin{equation*}
\mathrm{D}^{*} \mathbf{F}(V)+\mathrm{D} \mathbf{F}(V)=2 \mathbf{G}(V) \tag{2.1}
\end{equation*}
$$

The solvability conditions for such systems of PDEs are well known in the calculus of differential forms. One particular case arises naturally in linear elasticity,

$$
\begin{equation*}
\mathrm{D}^{*} \mathbf{F}+\mathrm{D} \mathbf{F}-\frac{2}{n}(\operatorname{Tr} \mathrm{D} \mathbf{F}) I=\mathbf{C}, \quad \operatorname{Tr} \mathbf{C} \equiv 0 \tag{2.2}
\end{equation*}
$$

where $\mathbf{C}=2 \mathbf{G}-\frac{2}{n}(\operatorname{Tr} \mathbf{G}) I$. This system also results from infinitesimal deformations of the nonlinear Beltrami equation

$$
(I+\varepsilon \mathrm{DF})^{*}(I+\varepsilon \mathrm{DF})=[\operatorname{det}(I+\varepsilon \mathrm{DF})]^{\frac{2}{n}}(I+\varepsilon \mathbf{C})
$$

The solvability conditions for the system (2.2) have been completely identified by L. V. Ahlfors $[\mathbf{A}],[\mathbf{A 1}]$.

Consider the simplest second order differential operator

$$
\mathcal{L} u=\Delta u, \quad \mathbf{G}=I
$$

Obviously it has the divergence form

$$
\Delta u=\operatorname{div}[\mathbf{F}(\nabla u)]
$$

where $\mathbf{F}(V)=V$. There are, however, other divergence forms of the Laplacian once we multiply it by a suitable factor. For example,
$u_{x_{1}} \Delta u=\frac{1}{2}\left[\left(u_{x_{1}}^{2}-u_{x_{2}}^{2}-\cdots-u_{x_{n}}^{2}\right)_{x_{1}}+\left(2 u_{x_{1}} u_{x_{2}}\right)_{x_{2}}+\cdots+\left(2 u_{x_{1}} u_{x_{n}}\right)_{x_{n}}\right]$.
This corresponds to the following integrating field

$$
\mathbf{F}(V)=\left(v_{1}^{2}-v_{2}^{2}-\cdots-v_{n}^{2}, 2 v_{1} v_{2}, \ldots, 2 v_{1} v_{n}\right)
$$

which satisfies the equation

$$
\mathrm{D}^{*} \mathbf{F}(V)+\mathrm{D} \mathbf{F}(V)=2 v_{1} I, \quad V=\left(v_{1}, v_{2}, \ldots, v_{n}\right)
$$

We say that $u_{x_{1}}$ is a divergence factor for the Laplacian. Similarly, $u_{x_{2}}, \ldots, u_{x_{n}}$ are also divergence factors. As before, we combine those equations into one symmetric form.
Example 2.1. The vector valued function $\lambda=\nabla u$ is a divergence factor of the Laplacian. Precisely, we have

$$
(\nabla u) \Delta u=\operatorname{Div}\left[\nabla u \otimes \nabla u-\frac{1}{2},|\nabla u|^{2} I\right] .
$$

The operator Div applies to the row vectors of the matrix in the right hand side, resulting in a vector field. What we gain here is not only symmetry but also the fact that the divergence factor vanishes only at the critical points of $u$; that is, when $\nabla u=0$. Having disposed of these preliminary examples we are now ready to formulate a more general concept of divergence factor and associated integrating field.

In what follows $\mathbb{E}$ is a finite dimensional linear space.
Definition 2.2. A divergence factor of the differential operator $\mathcal{L}$ is a function $\lambda: \mathbb{R}^{n} \backslash\{0\} \rightarrow \mathbb{E}$ for which there exists $\mathbf{F}: \mathbb{R}^{n} \backslash\{0\} \rightarrow \mathbb{R}^{n} \otimes \mathbb{E}$, called an integrating field, such that

$$
\lambda(\nabla u) \mathcal{L} u=\operatorname{Div}[\mathbf{F}(\nabla u)], \quad \text { at noncritical points of } u .
$$

## 3. The $p$-Laplacian

The $p$-harmonic equation

$$
\begin{equation*}
\operatorname{div}|\nabla u|^{p-2} \nabla u=0 \tag{3.1}
\end{equation*}
$$

is the Euler-Lagrange equation of the variational integral

$$
\mathcal{E}_{p}[u]=\frac{1}{p} \int_{\Omega}|\nabla u(x)|^{p} \mathrm{~d} x, \quad 1<p<\infty
$$

That is why the Sobolev space $\mathscr{W}^{1, p}(\Omega)$ is viewed as the natural domain of definition of this equation. However, this equation can also be expressed as a fully non-linear equation, in nondivergence form, by carrying out the differentiation

$$
\begin{equation*}
|\nabla u|^{2} \Delta u+(p-2) \sum_{i=1}^{n} \sum_{j=1}^{n} u_{x_{i}} u_{x_{j}} u_{x_{i} x_{j}}=0 . \tag{3.2}
\end{equation*}
$$

Although it would appear that (3.2) requires $u$ to have second order derivatives, this equation can also be interpreted in the viscosity sense. In fact the notions of weak solution of (3.1) and viscosity solution of (3.2) coincide, see [JLM2].

The border line exponents $p=1$ and $p=\infty$ can also be considered. We set

$$
\Delta_{\infty} u \xlongequal{\text { def }} 2 \sum_{i, j=1}^{n} \frac{u_{x_{i}} u_{x_{j}}}{|\nabla u|^{2}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}=\frac{2}{|\nabla u|^{2}} \operatorname{Tr}(\nabla u \otimes \nabla u) \mathcal{H} u
$$

and
$\Delta_{1} u \xlongequal{\text { def }} 2 \sum_{i, j=1}^{n}\left(\delta_{i}^{j}-\frac{u_{x_{i}} u_{x_{j}}}{|\nabla u|^{2}}\right) \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}=\frac{2}{|\nabla u|^{2}} \operatorname{Tr}\left(|\nabla u|^{2} I-\nabla u \otimes \nabla u\right) \mathcal{H} u$.
The $p$-Laplacian is then a linear combination of $\Delta_{1}$ and $\Delta_{\infty}$,

$$
\Delta_{p}=\frac{1}{p} \Delta_{1}+\frac{p-1}{p} \Delta_{\infty}
$$

More explicitly we have

$$
\begin{aligned}
\Delta_{p} u & =\frac{2}{p} \sum_{i, j=1}^{n}\left(\delta_{i}^{j}+(p-2) \frac{u_{x_{i}} u_{x_{j}}}{|\nabla u|^{2}}\right) \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}} \\
& =\frac{2}{p|\nabla u|^{2}} \operatorname{Tr}\left(|\nabla u|^{2} I+(p-2) \nabla u \otimes \nabla u\right) \mathcal{H} u
\end{aligned}
$$

Thus, the scalar function $\lambda=|\nabla u|^{p-2}$ is a divergence factor of $\Delta_{p} u$. Precisely we have

$$
|\nabla u|^{p-2} \Delta_{p} u=\frac{2}{p} \operatorname{div}|\nabla u|^{p-2} \nabla u
$$

The corresponding integrating field equals $\mathbf{F}(V)=|V|^{p-2} V$. Indeed,

$$
\mathrm{DF}=|V|^{p-2}\left(I+(p-2) \frac{V \otimes V}{|V|^{2}}\right)
$$

Hence (2.1) holds with

$$
\mathbf{G}(V)=|V|^{p-2}\left(I+(p-2) \frac{V \otimes V}{|V|^{2}}\right)
$$

It is worth noting that no other power function of the form $|V|^{k} V$ can be an integrating field for the $p$-Laplacian. However, there exist more sophisticated integrating fields.

## 4. The $p$-harmonic equation in the plane

The class of divergence factors is particularly rich in two dimensions due to the complex structure in $\mathbb{R}^{2} \cong \mathbb{C}=\{z=x+\imath y, x, y \in \mathbb{R}\}$. Let $\Omega$ be an open subset of the complex plane. A function $u \in \mathscr{C}^{2}(\Omega)$ is:

- $\infty$-harmonic if

$$
\begin{equation*}
\frac{1}{2}|\nabla u|^{2} \Delta_{\infty} u=u_{x x} u_{x}^{2}+2 u_{x y} u_{x} u_{y}+u_{y y} u_{y}^{2}=0 \tag{4.1}
\end{equation*}
$$

- 1-harmonic if

$$
\begin{equation*}
\frac{1}{2}|\nabla u|^{2} \Delta_{1} u=u_{x x} u_{y}^{2}-2 u_{x y} u_{x} u_{y}+u_{y y} u_{x}^{2}=0 \tag{4.2}
\end{equation*}
$$

and

- $p$-harmonic if
(4.3) $\frac{1}{2}|\nabla u|^{2} \Delta_{p} u=\frac{1}{p}|\nabla u|^{2} \Delta u+\left(1-\frac{2}{p}\right)\left(u_{x x} u_{x}^{2}+2 u_{x y} u_{x} u_{y}+u_{y y} u_{y}^{2}\right)=0$.

We shall make use of the Cauchy-Riemann derivatives

$$
\begin{equation*}
\frac{\partial}{\partial z}=\frac{1}{2}\left(\frac{\partial}{\partial x}-\imath \frac{\partial}{\partial y}\right) \quad \text { and } \quad \frac{\partial}{\partial \bar{z}}=\frac{1}{2}\left(\frac{\partial}{\partial x}+\imath \frac{\partial}{\partial y}\right) \tag{4.4}
\end{equation*}
$$

and the complex gradient of $u$, which is defined by

$$
f(z)=u_{z}=\frac{1}{2}\left(u_{x}-\imath u_{y}\right) .
$$

The $p$-Laplacian of $u$ can be expressed in terms of $f$ as

$$
\frac{1}{4} \Delta_{p} u=\frac{\partial f}{\partial \bar{z}}+\left(\frac{1}{2}-\frac{1}{p}\right)\left[\frac{\bar{f}}{f} \frac{\partial f}{\partial z}+\frac{f}{\bar{f}} \overline{\partial f} \frac{}{\partial z}\right]
$$

This is an elliptic operator for all $1<p<\infty$. However, the borderline cases lead to formally parabolic operators

$$
\frac{1}{4} \Delta_{1} u=\frac{\partial f}{\partial \bar{z}}-\frac{1}{2}\left[\frac{f}{f} \frac{\partial f}{\partial z}+\frac{f}{\bar{f}} \frac{\overline{\partial f}}{\partial z}\right]
$$

and

$$
\frac{1}{4} \Delta_{\infty} u=\frac{\partial f}{\partial \bar{z}}+\frac{1}{2}\left[\frac{\bar{f}}{f} \frac{\partial f}{\partial z}+\frac{f}{\bar{f}} \frac{\overline{\partial f}}{\partial z}\right]
$$

We can view the complex gradient of the $p$-harmonic function as a solution of the Beltrami equation

$$
\begin{equation*}
f_{\bar{z}}=\mu(z) f_{z}, \quad \mu(z)=\left(\frac{1}{p}-\frac{1}{2}\right)\left[\frac{\bar{f}}{f}+\frac{f}{\bar{f}} \frac{\overline{f_{z}}}{f_{z}}\right] \tag{4.5}
\end{equation*}
$$

which is always elliptic if $1<p<\infty$. For $p=1$ and $p=+\infty$ we observe that the distortion function $K(z)=\frac{1+|\mu(z)|}{1-|\mu(z)|}$ is still finite at the points where

$$
\frac{\bar{f}}{f} \frac{\partial f}{\partial z} \notin \mathbb{R}
$$

At these points the equation (4.5) remains elliptic.
Of particular interest to us will be the complex gradients of $\infty$-harmonic functions. These are solutions of the quasilinear first order system

$$
\begin{equation*}
\frac{\partial f}{\partial \bar{z}}=-\Re e\left(\frac{\bar{f}}{f} \cdot \frac{\partial f}{\partial z}\right)=-\frac{1}{2}\left(\frac{\bar{f}}{f} \cdot \frac{\partial f}{\partial z}+\frac{f}{\bar{f}} \cdot \frac{\overline{\partial f}}{\partial z}\right) \tag{4.6}
\end{equation*}
$$

The Jacobian determinant of $f$ is computed as:

$$
\begin{equation*}
\mathcal{J}(z, f)=\left|f_{z}\right|^{2}-\left|f_{\bar{z}}\right|^{2}=\left|\Im m \frac{\bar{f}}{f} \cdot \frac{\partial f}{\partial z}\right|^{2} \tag{4.7}
\end{equation*}
$$

Thus $\mathcal{J}(z, f)$ is positive at the points where (4.6) is elliptic.

## 5. The hodograph transformation

Assuming that the complex gradient is a homeomorphism, we can solve the equation $\xi=f(z)$ for $z \xlongequal{\text { def }} \Phi(\xi)$. In this connection we remind the paper [IMa]. The chain rule gives

$$
\begin{equation*}
f_{z}=\frac{-\overline{\Phi_{\xi}}}{\mathcal{J}(\xi, \Phi)} \quad \text { and } \quad f_{\bar{z}}=\frac{\Phi_{\bar{\xi}}}{\mathcal{J}(\xi, \Phi)} \tag{5.1}
\end{equation*}
$$

Equation (4.3) becomes linear in $\Phi$
(5.2) $\frac{\partial \Phi}{\partial \bar{\xi}}=\left(1-\frac{2}{p}\right) \Re e\left(\frac{\xi}{\bar{\xi}} \cdot \frac{\partial \Phi}{\partial \xi}\right)=\left(\frac{1}{2}-\frac{1}{p}\right)\left(\frac{\xi}{\bar{\xi}} \cdot \frac{\partial \Phi}{\partial \xi}+\frac{\bar{\xi}}{\xi} \cdot \frac{\overline{\partial \Phi}}{\partial \xi}\right)$.

In particular, for $p=\infty$ and $p=1$, we have

$$
\begin{equation*}
\frac{\partial \Phi}{\partial \bar{\xi}}= \pm \Re e\left(\frac{\xi}{\bar{\xi}} \cdot \frac{\partial \Phi}{\partial \xi}\right)= \pm \frac{1}{2}\left(\frac{\xi}{\bar{\xi}} \cdot \frac{\partial \Phi}{\partial \xi}+\frac{\bar{\xi}}{\xi} \cdot \frac{\overline{\partial \Phi}}{\partial \xi}\right) \tag{5.3}
\end{equation*}
$$

where the + sign corresponds to $p=\infty$ and the - sign corresponds to $p=1$. A family of basic solutions for the $+\operatorname{sign}$ is described in the following

Proposition 5.1. For $k=0,1,2, \ldots$ and $\gamma_{k} \in \mathbb{C}$, the functions

$$
\begin{equation*}
\Phi_{k}(\xi)=|\xi|^{k^{2}-1}\left[(k-1) \bar{\gamma}_{k}\left(\frac{\bar{\xi}}{|\xi|}\right)^{k+1}+(k+1) \gamma_{k}\left(\frac{\xi}{|\xi|}\right)^{k-1}\right] \tag{5.4}
\end{equation*}
$$

solve the system (5.3) with the + sign.
It is worth noting that these formulas still define (multivalued) solutions when $k$ is a real parameter. Here are some particular cases

$$
\begin{array}{ll}
\Phi_{0}(\xi)=\frac{\gamma}{\xi}, & \gamma \in \imath \mathbb{R}, \\
\Phi_{1}(\xi)=\gamma, & \gamma \in \mathbb{C}, \tag{5.6}
\end{array}
$$

and

$$
\Phi_{2}(\xi)=\left\{\begin{array}{l}
3|\xi|^{2} \xi+\bar{\xi}^{3}  \tag{5.7}\\
\text { or } \\
\imath\left(3|\xi|^{2} \xi-\bar{\xi}^{3}\right)
\end{array}\right.
$$

More general solutions are infinite sums of the basic ones

$$
\Phi(\xi)=\sum_{k=1}^{\infty} a_{k} \Phi_{k}(\xi), \quad a_{k} \in \mathbb{R}
$$

Let us examine the solution $\Phi_{2}(\xi)=3|\xi|^{2} \xi+\bar{\xi}^{3}$. Using real and imaginary part of $\xi=a+\imath b$, we see that $\Phi_{2}(a+\imath b)=4 a^{3}+4 \imath b^{3}$. It is a polynomial of degree 3 , and it is a homeomorphism of the entire complex plane. In order to recover the original $\infty$-harmonic function we compute the inverse of $\Phi_{2}$

$$
\begin{equation*}
f(z)=\frac{1}{2}(\sqrt[3]{2 x}+\imath \sqrt[3]{2 y}), \quad z=x+\imath y \tag{5.8}
\end{equation*}
$$

that is,

$$
\begin{equation*}
u_{x}=\sqrt[3]{2 x} \quad \text { and } \quad u_{y}=-\sqrt[3]{2 y} \tag{5.9}
\end{equation*}
$$

We integrate this system to find $u$,

$$
\begin{equation*}
u=\frac{3}{4}(x \sqrt[3]{2 x}-y \sqrt[3]{2 y}) \tag{5.10}
\end{equation*}
$$

This is an $\infty$-harmonic function of class $\mathscr{C}^{1, \alpha}$ with $\alpha=\frac{1}{3}$ first discovered by Aronsson $[\mathbf{A r}]$. It is widely believed that
Conjecture 5.1. All $\infty$-harmonic functions lie in $\mathscr{C}_{\text {loc }}^{1, \frac{1}{3}}(\Omega)$.
Very recently O. Savin $[\mathbf{S}]$ has proved that $\infty$-harmonic functions in the plane are indeed $C_{\mathrm{loc}}^{1}(\Omega)$.

## 6. Divergence factors for $\infty$-Laplacian

To define $\infty$-Laplacian in the weak sense, in contrast to the viscosity sense, for functions having only first order derivatives we need to express $\Delta_{\infty}$ in a divergence form. Let us find all divergence factors $\lambda=\lambda\left(u_{x}, u_{y}\right)$ of the equation (4.1). That is, we are looking for solutions to
(6.1) $\lambda u_{x}^{2} u_{x x}+2 \lambda u_{x} u_{y} u_{x y}+\lambda u_{y}^{2} u_{y y}=\frac{\partial}{\partial x} \mathscr{A}\left(u_{x}, u_{y}\right)+\frac{\partial}{\partial y} \mathscr{B}\left(u_{x}, u_{y}\right)$.

This identity holds if and only if

$$
\begin{equation*}
\frac{\partial \mathscr{A}}{\partial u_{x}}=\lambda u_{x}^{2}, \quad \frac{\partial \mathscr{B}}{\partial u_{y}}=\lambda u_{y}^{2} \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \mathscr{A}}{\partial u_{y}}+\frac{\partial \mathscr{B}}{\partial u_{x}}=2 \lambda u_{x} u_{y} . \tag{6.3}
\end{equation*}
$$

It will be advantageous to work with the complex function

$$
\mathscr{F}=\mathscr{F}(w) \xlongequal{\text { def }} \mathscr{A}+\imath \mathscr{B}
$$

of the complex variable $w=u_{x}+\imath u_{y}$. In this notation the system takes the form

$$
\begin{equation*}
\frac{\partial \mathscr{F}}{\partial \bar{w}}=\frac{1}{2} \frac{w}{\bar{w}}\left(\frac{\partial \mathscr{F}}{\partial w}+\overline{\frac{\partial \mathscr{F}}{\partial w}}\right)=\frac{w}{\bar{w}} \Re e \frac{\partial \mathscr{F}}{\partial w} \tag{6.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda=\frac{2 \mathscr{F}_{\bar{w}}}{w^{2}}=\frac{2 \Re e \mathscr{F}_{w}}{|w|^{2}} . \tag{6.5}
\end{equation*}
$$

Observe that $\mathscr{F}$ is orientation preserving in the sense that $\left|\mathscr{F}_{w}\right|^{2}-$ $\left|\mathscr{F}_{\bar{w}}\right|^{2}=\left|\mathscr{F}_{w}\right|^{2}-\left|\Re e \mathscr{F}_{w}\right|^{2}=\left|\Im m \mathscr{F}_{w}\right|^{2} \geqslant 0$.

Proposition 6.1. All complex integrating fields of the $\infty$-Laplacian are determined from the equation (6.4). The associated divergence factor is the real part of $\mathscr{F}_{w}$.

We close this section by observing that equations (6.4) and (5.3) are dual to each other via the complex inversion of variables

$$
\begin{equation*}
\xi \cdot w=1 \tag{6.6}
\end{equation*}
$$

Precisely this means that the solutions $\Phi=\Phi(\xi)$ at (5.3) and the solutions $\mathscr{F}=\mathscr{F}(w)$ of (6.4) are coupled by the relations

$$
\begin{equation*}
\mathscr{F}(w)=\Phi(\xi), \quad \xi \cdot w=1 \tag{6.7}
\end{equation*}
$$

## 7. Basic examples

Using the solutions listed at (5.4) we obtain the dual system of solutions of (6.4)

$$
\begin{equation*}
\mathscr{F}_{k}(w)=\frac{(k-1) \gamma_{k}\left(\frac{w}{|w|}\right)^{k+1}+(k+1) \overline{\gamma_{k}}\left(\frac{\bar{w}}{|w|}\right)^{k-1}}{|w|^{k^{2}-1}} \tag{7.1}
\end{equation*}
$$

for $k=0,1,2, \ldots$. The corresponding divergence factors of (7.1) are

$$
\begin{aligned}
\lambda_{k}(w) & =\frac{2 \Re e \mathscr{F}_{k}(w)}{|w|^{2}} \\
& =-\frac{(k-1) k(k+1)}{|w|^{k^{2}+2}}\left[\gamma_{k}\left(\frac{w}{|w|}\right)^{k}+\overline{\gamma_{k}}\left(\frac{\bar{w}}{|w|}\right)^{k}\right] \\
& =\frac{a_{k} \cos k \theta+b_{k} \sin k \theta}{r^{k^{2}+2}}, \quad a_{k}, b_{k} \in \mathbb{R}
\end{aligned}
$$

where $w=r e^{2 \theta}$. In particular, the real valued functions

$$
\begin{equation*}
\lambda(w)=\frac{\cos k \theta}{r^{k^{2}+2}} \quad \text { and } \quad \lambda(w)=\frac{\sin k \theta}{r^{k^{2}+2}} \tag{7.2}
\end{equation*}
$$

are divergence factors of the operator (4.1). We may, therefore, introduce the complex divergence factors

$$
\begin{equation*}
\Lambda_{k}(w)=\frac{\cos k \theta+\imath \sin k \theta}{r^{k^{2}+2}}=\frac{e^{\imath k \theta}}{r^{k^{2}+2}}=\frac{w^{k}}{|w|^{k^{2}+k+2}} \tag{7.3}
\end{equation*}
$$

The case $k=0$ gives $\mathscr{F}_{0}(w)=\gamma w$, where $\gamma \in \imath \mathbb{R}$. Hence the divergence factor is trivial, $\lambda=0$. For $k=1$ we obtain $\mathscr{F}_{1} \equiv \gamma \in \mathbb{C}$, so again $\lambda=0$. The first nontrivial case occurs when $k=2$

$$
\begin{equation*}
\mathscr{F}_{2}(w)=\frac{\gamma w^{3}+3 \overline{\gamma w}|w|^{2}}{|w|^{6}}=\Phi_{2}\left(\frac{1}{w}\right) \tag{7.4}
\end{equation*}
$$

Next we look for one solution of particular interest to us by studying the limiting case of (7.1) in which $k$ is considered as real parameter approaching zero. Let $\gamma_{k}=1$, so that $\mathscr{F}_{0}(w)=0$. Then we have

$$
\begin{equation*}
\frac{\mathscr{F}_{k}(w)}{2 k}=\frac{(k-1) e^{\imath(k+1) \theta}+(k+1) e^{-\imath(k-1) \theta}}{2 k r^{k^{2}-1}} \tag{7.5}
\end{equation*}
$$

Therefore, we can compute the limit

$$
\begin{equation*}
\lim _{k \rightarrow 0} \frac{\mathscr{F}_{k}(w)}{2 k}=w(1-\imath \operatorname{Arg} w) \tag{7.6}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\mathscr{F}(w)=w(1-\imath \operatorname{Arg} w) \tag{7.7}
\end{equation*}
$$

might be a solution to (6.4), in any simply connected subset of $\mathbb{C}$ $\{0\}$. Note that choosing a different branch of $\operatorname{Arg} w$ will not affect the equation (6.4) since $\imath w$ is also a solution. Direct computations reveal that indeed (7.7) is an integrating field:

$$
\begin{equation*}
\frac{\partial \operatorname{Arg} w}{\partial w}=\frac{-\imath}{2 w} \tag{7.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \operatorname{Arg} w}{\partial \bar{w}}=\frac{\imath}{2 \bar{w}} \tag{7.9}
\end{equation*}
$$

Hence, we obtain

$$
\begin{equation*}
\frac{\partial \mathscr{F}}{\partial w}=\frac{1}{2}-\imath \operatorname{Arg} w \tag{7.10}
\end{equation*}
$$

We find that

$$
\begin{equation*}
2 \frac{\partial \mathscr{F}}{\partial \bar{w}}=\frac{w}{\bar{w}} \quad \text { and } \quad \frac{\partial \mathscr{F}}{\partial w}+\frac{\overline{\partial \mathscr{F}}}{\partial w}=1 \tag{7.11}
\end{equation*}
$$

as desired. The corresponding divergence factor is

$$
\begin{equation*}
\lambda=\frac{2 \mathscr{F}_{\bar{w}}}{w^{2}}=\frac{1}{|w|^{2}} \tag{7.12}
\end{equation*}
$$

Proposition 7.1. The $\infty$-Laplacian has a divergence form in which the integrating field $\mathscr{F}(w)=w(1-\imath \operatorname{Arg} w)$ is multivalued.

In other words the 2-form

$$
\begin{equation*}
\left(\frac{u_{x}^{2}}{u_{x}^{2}+u_{y}^{2}} u_{x x}+2 \frac{u_{x} u_{y}}{u_{x}^{2}+u_{y}^{2}} u_{x y}+\frac{u_{y}^{2}}{u_{x}^{2}+u_{y}^{2}} u_{y y}\right) \mathrm{d} x \wedge \mathrm{~d} y \tag{7.13}
\end{equation*}
$$

is locally exact and equals

$$
\begin{equation*}
\mathrm{d}\left[\mathscr{A}\left(u_{x}, u_{y}\right) \mathrm{d} y-\mathscr{B}\left(u_{x}, u_{y}\right) \mathrm{d} x\right], \tag{7.14}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathscr{A}\left(u_{x}, u_{y}\right)=u_{x}+u_{y} \tan ^{-1} \frac{u_{y}}{u_{x}}  \tag{7.15}\\
& \mathscr{B}\left(u_{x}, u_{y}\right)=u_{y}-u_{x} \tan ^{-1} \frac{u_{y}}{u_{x}} . \tag{7.16}
\end{align*}
$$

The Jacobian determinant of $\mathscr{F}=\mathscr{A}+\imath \mathscr{B}$ is positive as long as $\operatorname{Arg} w \neq 0$. Indeed, we note that $\left|\mathscr{F}_{w}\right|^{2}-\left|\mathscr{F}_{w}\right|^{2}=\left|\frac{1}{2}-\imath \operatorname{Arg} w\right|^{2}-\left|\frac{1}{2}\right|^{2}=(\operatorname{Arg} w)^{2}>0$. Another example of the divergence form of the equation (4.1) is obtained by taking into consideration the solution

$$
\begin{equation*}
\mathscr{F}_{2}(w)=\Phi_{2}\left(\frac{1}{w}\right)=\frac{3}{w^{2} \bar{w}}+\frac{1}{\bar{w}^{3}} . \tag{7.17}
\end{equation*}
$$

Hence, we can write

$$
\begin{align*}
\mathscr{A}+\imath \mathscr{B} & =\frac{1}{\left(u_{x}-\imath u_{y}\right)^{3}}+\frac{3}{\left(u_{x}+\imath u_{y}\right)^{2}\left(u_{x}-\imath u_{y}\right)} \\
& =\frac{4 u_{x}^{3}}{\left(u_{x}^{2}+u_{y}^{2}\right)^{3}}-\frac{4 \imath u_{y}^{3}}{\left(u_{x}^{2}+u_{y}^{2}\right)^{3}} . \tag{7.18}
\end{align*}
$$

Thus, we have

$$
\begin{align*}
\mathscr{A}\left(u_{x}, u_{y}\right) & =\frac{4 u_{x}^{3}}{\left(u_{x}^{2}+u_{y}^{2}\right)^{3}},  \tag{7.19}\\
\mathscr{B}\left(u_{x}, u_{y}\right) & =\frac{-4 u_{y}^{3}}{\left(u_{x}^{2}+u_{y}^{2}\right)^{3}}, \tag{7.20}
\end{align*}
$$

and

$$
\begin{equation*}
\lambda=\frac{12\left(u_{y}^{2}-u_{x}^{2}\right)}{\left(u_{x}^{2}+u_{y}^{2}\right)^{4}} \tag{7.21}
\end{equation*}
$$

We conclude this section with one interesting byproduct of our computations. According to (6.7) the function

$$
\begin{equation*}
\Phi(\xi)=\frac{1+\imath \operatorname{Arg} \xi}{\xi} \tag{7.22}
\end{equation*}
$$

solves equation (5.3). This is none other then the inverse of the complex gradient $f=f(z)$ of an $\infty$-harmonic function. To compute $f(z)$ explicitly, we must solve the relation

$$
\begin{equation*}
\frac{1+\imath \operatorname{Arg} \xi}{\xi}=z \tag{7.23}
\end{equation*}
$$

for $\xi$. Let $\theta=\operatorname{Arg} \xi$, so that $1+\imath \theta=\xi z$ and $\operatorname{Arg}(1+\imath \theta)=\theta+\operatorname{Arg} z$. Hence

$$
\begin{equation*}
\tan ^{-1} \theta-\theta=\operatorname{Arg} z \tag{7.24}
\end{equation*}
$$

As the left hand side decreases in $\theta$ we may express $\theta$ in terms of $\operatorname{Arg} z$, say $\theta=\Theta(\operatorname{Arg} z)$. We can then conclude the existence of a multivalued $\infty$-harmonic function whose complex gradient equals

$$
f(z)=\frac{1+\imath \Theta(\operatorname{Arg} z)}{z}
$$

## 8. The conjugate functions

To every integrating field there corresponds a conjugate function. Having written the $\infty$-Laplace equation in the divergence form

$$
\begin{equation*}
\left[\mathscr{A}\left(u_{x}, u_{y}\right)\right]_{x}+\left[\mathscr{B}\left(u_{x}, u_{y}\right)\right]_{y}=0 \tag{8.1}
\end{equation*}
$$

the conjugate function $v$ is defined by the rule

$$
\left\{\begin{array}{l}
\mathscr{A}\left(u_{x}, u_{y}\right)=v_{y}  \tag{8.2}\\
\mathscr{B}\left(u_{x}, u_{y}\right)=-v_{x}
\end{array}\right.
$$

Set

$$
\Delta=\left(\frac{\partial \mathscr{A}}{\partial u_{y}}+\frac{\partial \mathscr{B}}{\partial u_{x}}\right)^{2}-4 \frac{\partial \mathscr{A}}{\partial u_{x}} \frac{\partial \mathscr{B}}{\partial u_{y}} .
$$

According to the general classification of the first order nonlinear PDEs (see for example $[\mathbf{S a}]$ ), this system is:

- elliptic at the points where $\Delta<0$,
- hyperbolic at the points where $\Delta>0$,
- parabolic at the points where $\Delta=0$.

For the two examples discussed above we obtain

$$
\left\{\begin{array}{l}
\frac{4 u_{x}^{3}}{\left(u_{x}^{2}+u_{y}^{2}\right)^{3}}=v_{y}  \tag{8.3}\\
\frac{4 u_{y}^{3}}{\left(u_{x}^{2}+u_{y}^{2}\right)^{3}}=v_{x}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
u_{x}+u_{y} \tan ^{-1} \frac{u_{y}}{u_{x}}=v_{y}  \tag{8.4}\\
u_{y}-u_{x} \tan ^{-1} \frac{u_{y}}{u_{x}}=-v_{x}
\end{array}\right.
$$

In the first example, the system is well defined outside the zeros of $\nabla u$. Both systems (8.3) and (8.4) are parabolic at every point. However, a given pair $(u, v)$ can also be considered as the solution to an elliptic system. Let us analyze this point of view in a general setting

$$
\left\{\begin{array}{l}
\mathscr{A}\left(u_{x}, u_{y}\right)=v_{y}  \tag{8.5}\\
\mathscr{B}\left(u_{x}, u_{y}\right)=-v_{x}
\end{array}\right.
$$

where we recall that $\mathscr{A}+\imath \mathscr{B}=\mathscr{F}$ and $\mathscr{F}_{\bar{w}}=\frac{1}{2} \frac{w}{\bar{w}}\left(\mathscr{F}_{w}+\overline{\mathscr{F}_{w}}\right)$. In analogy to the Cauchy-Riemann equations we introduce the complex function

$$
\begin{equation*}
h(z)=u(z)+\imath v(z) . \tag{8.6}
\end{equation*}
$$

We want to express the system (8.5) as a nonlinear Beltrami type equation for $h$. Our computation is as follows

$$
\begin{equation*}
\mathscr{F}\left(u_{x}+\imath u_{y}\right)=\mathscr{A}\left(u_{x}, u_{y}\right)+\imath \mathscr{B}\left(u_{x}, u_{y}\right)=v_{y}-\imath v_{x} . \tag{8.7}
\end{equation*}
$$

In terms of $h$ this reads as

$$
\begin{equation*}
\mathscr{F}\left(\overline{h_{z}}+h_{\bar{z}}\right)=\overline{h_{z}}-h_{\bar{z}} \tag{8.8}
\end{equation*}
$$

or, equivalently

$$
\begin{equation*}
\mathscr{F}\left(\overline{h_{z}}+h_{\bar{z}}\right)+\overline{h_{z}}+h_{\bar{z}}=2 \overline{h_{z}} \tag{8.9}
\end{equation*}
$$

Next we consider the function

$$
\begin{equation*}
\Psi(w) \xlongequal{\text { def }} \mathscr{F}(w)+w=w(2-\imath \operatorname{Arg} w) \tag{8.10}
\end{equation*}
$$

that we need to invert. First compute its complex derivatives

$$
\begin{equation*}
\Psi_{w}=1+\mathscr{F}_{w}=\frac{3}{2}-\imath \operatorname{Arg} w \tag{8.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{\bar{w}}=\mathscr{F}_{\bar{w}}=\frac{1}{2} \frac{w}{\bar{w}} . \tag{8.12}
\end{equation*}
$$

Hence the Jacobian determinant of $\Psi$ is positive

$$
\begin{equation*}
\left|\Psi_{w}\right|^{2}-\left|\Psi_{\bar{w}}\right|^{2}=\frac{9}{4}+(\operatorname{Arg} w)^{2}-\frac{1}{4}=2+(\operatorname{Arg} w)^{2} \geqslant 2 \tag{8.13}
\end{equation*}
$$

Therefore, the function $\Psi$ can be locally inverted. We proceed as follows

$$
\begin{equation*}
\overline{h_{z}}+h_{\bar{z}}=\Psi^{-1}\left(2 \overline{h_{z}}\right) \tag{8.14}
\end{equation*}
$$

or, equivalently

$$
\begin{equation*}
h_{\bar{z}}=\Psi^{-1}\left(2 \overline{h_{z}}\right)-\overline{h_{z}} . \tag{8.15}
\end{equation*}
$$

It takes a form of a nonlinear Beltrami equation

$$
\begin{equation*}
h_{\bar{z}}=\mathscr{H}\left(h_{z}\right) . \tag{8.16}
\end{equation*}
$$

## 9. Analysis of $\mathscr{W}^{\mathbf{1}, 2}$-solutions

We consider here $\infty$-harmonic functions in the Sobolev class $\mathscr{W}_{\text {loc }}^{1,2}(\Omega)$. To make use of the integrating field $\mathscr{F}(w)=w(1-\imath \operatorname{Arg} w)$ we must specify a branch of the argument of $w=u_{x}+\imath u_{y}$. There are many ways to choose a measurable branch of $\operatorname{Arg} w \stackrel{\text { def }}{=} \operatorname{Arg} \nabla u$. The divergence equation at (8.1) has a meaning in the distributional sense only if both $\mathscr{A}\left(u_{x}, u_{y}\right)$ and $\mathscr{B}\left(u_{x}, u_{y}\right)$ are locally integrable. This will be easily assured by assuming that the branch of $\operatorname{Arg} \nabla u$ lies in $\mathscr{L}_{\text {loc }}^{2}(\Omega)$.
Definition 9.1. A function $u \in \mathscr{W}_{\text {loc }}^{1,2}(\Omega)$ for which we can choose an $\mathscr{L}^{2}$-branch of $\operatorname{Arg} \nabla u$, is called a weak solution to the $\infty$-Laplace equation if

$$
\begin{equation*}
\int_{\Omega}\left[\eta_{x} \mathscr{A}\left(u_{x}, u_{y}\right)+\eta_{y} \mathscr{B}\left(u_{x}, u_{y}\right)\right] \mathrm{d} x \mathrm{~d} y=0 \tag{9.1}
\end{equation*}
$$

for every $\eta \in \mathscr{C}_{0}^{\infty}(\Omega)$.
Since $\infty$-harmonic functions have continuous derivatives by Savin's theorem $[\mathbf{S}]$, every $\infty$-harmonic function is a weak solution in the sense of Definition 9.1 in a neighborhood of points where the gradient does not vanish.

From now on we assume that $\Omega$ is a simply connected domain in $\mathbb{C}$ and that $u$ is a weak solution to the $\infty$-Laplace equation. Thus the system (8.4) admits a unique (up to a constant) conjugate function $v \in$ $\mathscr{W}_{\text {loc }}^{1,1}(\Omega)$.
Theorem 9.2. The mapping $h(z)=u+\imath v \in \mathscr{W}_{\text {loc }}^{1,1}(\Omega)$ solves the elliptic Beltrami type equation

$$
h_{\bar{z}}=\mu(z) \overline{h_{z}}, \quad \mu(z)=\frac{\imath \theta(z)}{2-\imath \theta(z)}
$$

where $\theta(z)=\operatorname{Arg} \nabla u$. Moreover, the distortion function of $h$ is locally integrable

$$
K(z)=\frac{1+|\mu(z)|}{1-|\mu(z)|}=\frac{1}{4}\left(|\theta|+\sqrt{4+\theta^{2}}\right)^{2} \leqslant(1+|\theta|)^{2} \in \mathscr{L}_{\mathrm{loc}}^{1}(\Omega)
$$

The Jacobian determinant of $h$ actually does not depend on the choice of $\operatorname{Arg} \nabla u$. Indeed, the first order system takes the form

$$
\left\{\begin{array}{l}
u_{x}+\theta u_{y}=v_{y} \\
u_{y}-\theta u_{x}=-v_{x}
\end{array}\right.
$$

or equivalently

$$
\operatorname{div}\left[\begin{array}{cc}
1 & \operatorname{Arg} \nabla u \\
-\operatorname{Arg} \nabla u & 1
\end{array}\right] \nabla u=0
$$

Hence

$$
J(z, h)=u_{x} v_{y}-u_{y} v_{x}=u_{x}^{2}+\theta u_{x} u_{y}+u_{y}^{2}-\theta u_{x} u_{y}=|\nabla u|^{2} \in \mathscr{L}_{\mathrm{loc}}^{1}(\Omega)
$$

Next, let us assume that $\operatorname{Arg} \nabla u \in \mathscr{L}^{\infty}(\Omega)$, say $|\theta|<M$. For example, this is the case if $u_{y} \geqslant 0$ a.e. in $\Omega$. In this case the distortion function is bounded and $h \in \mathscr{W}_{\text {loc }}^{1,2}(\Omega)$.
Corollary 9.3. If $\operatorname{Arg} \nabla u \in \mathscr{L}^{\infty}(\Omega)$ a.e. in $\Omega$ then $h$ is a $K$-quasiregular mapping, with $K=\left(1+\|\operatorname{Arg} \nabla u\|_{\infty}\right)^{2}$. In particular, $\nabla u$ may vanish only on a set of measure zero.
Proof: In fact, by Astala's area distortion theorem [As] we see that $h \in \mathscr{W}_{\text {loc }}^{1, p}(\Omega)$ with every $p<\frac{2 K}{K-1}$. Also, $h$ is Hölder continuous of exponent $\alpha=\frac{1}{K}$. Its Jacobian is positive a.e. and hence $\nabla u$ may vanish only on a set of zero measure.

Whether $\nabla u$ may vanish is not clear. For example, Aronsson [Ar] proved that non-constant $\infty$-harmonic functions of class $\mathscr{C}^{2}(\Omega)$ have nonvanishing gradient. Based on the example (5.10), we believe that $\nabla u \neq 0$ if $u \in \mathscr{C}^{1, \alpha}(\Omega)$, with $\alpha>1 / 3$.

Corollary 9.4. Suppose that $\theta \in \mathscr{W}_{1 \mathrm{loc}}^{1,2}(\Omega)$, then $u$ has locally integrable second derivatives; that is $u \in \mathscr{W}_{\operatorname{loc}}^{2,1}(\Omega)$.
Proof: It suffices to observe that the Laplacian of $u$ lies in the Hardy space $\mathscr{H}_{\text {loc }}^{1}(\Omega)$. Indeed,

$$
u_{x x}+u_{y y}=u_{x} \theta_{y}-u_{y} \theta_{x}=\operatorname{det}\left[\begin{array}{cc}
u_{x} & u_{y} \\
\theta_{x} & \theta_{y}
\end{array}\right] \in \mathscr{H}_{\mathrm{loc}}^{1}(\Omega)
$$

The Laplace equation with the Jacobian determinant in the right hand side has been investigated by Wente in 1969 [W]. His work originated intensive study of the Jacobian determinants in Hardy spaces [CLMS], [IV].

Finally we note that if $\theta \in \mathscr{W}_{\text {loc }}^{1,2}(\Omega)$ a theorem of Hempel, Morris and Trudinger $[\mathbf{H M T}]$ implies that there exists $\lambda>0$ so that $\int_{\Omega} \exp \lambda \theta^{2}<\infty$. Then $h=u+v v$ becomes a mapping of exponentially integrable distortion

$$
|\mathrm{D} h(z)|^{2} \leqslant K(z) J(z, h), \quad K \in \operatorname{Exp}(\Omega)
$$

see $[\mathbf{I M}],[\mathbf{M M}]$, $[\mathbf{I K M S}]$, $[\mathbf{I K O}]$ for properties of such mappings.
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