
SHARP INVERTIBILITY IN QUOTIENT ALGEBRAS
OF H∞

ALEXANDER BORICHEV, ARTUR NICOLAU, MYRIAM OUNAÏES, AND
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Abstract. We consider inner functions Θ with the zero set Z(Θ)

such that the quotient algebra H∞/ΘH∞ satisfies the Strong In-

vertibility Property (SIP), that is for every ε > 0 there exists

δ > 0 such that the conditions f ∈ H∞, ∥[f ]∥H∞/ΘH∞ = 1,

infZ(Θ) |f | ≥ 1 − δ imply that [f ] is invertible in H∞/ΘH∞ and

∥1/[f ]∥H∞/ΘH∞ ≤ 1+ε. We prove that the SIP is equivalent to the

maximal asymptotic growth of Θ away from its zero set. We also

describe inner functions satisfying the SIP in terms of the narrow-

ness of their sublevel sets and relate the SIP to the Weak Embed-

ding Property introduced by P.Gorkin, R.Mortini, and N.Nikolski

as well as to inner functions whose Frostman shifts are Carleson–

Newman Blaschke products. We finally study divisors of inner

functions satisfying the SIP. We describe geometrically the zero

set of inner functions such that all its divisors satisfy the SIP. We

also prove that a closed subset E of the unit circle is of finite en-

tropy if and only if any singular inner function associated to a

singular measure supported on E is a divisor of an inner function

satisfying the SIP.

1. Introduction

Let H∞ be the algebra of bounded analytic functions on the unit

disc D = {z ∈ C : |z| < 1} of the complex plane endowed with the

supremum norm ∥f∥∞ = supD |f |. A function Θ inH∞ is called inner if

it has radial limits of modulus 1 at almost every point of the unit circle
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∂D. Given an inner function Θ, the quotient algebra H∞/ΘH∞ is a

Banach algebra with the natural norm ∥[f ]∥H∞/ΘH∞ = inf{∥f+gΘ∥∞ :

g ∈ H∞}, which has recently attracted some attention. See for instance

[1, 2, 5, 6, 16, 17, 18]. The visible spectrum of H∞/ΘH∞ is Z(Θ), the

zero set of Θ, in the sense that the evaluation at a zero of Θ is an

obvious multiplicative character of H∞/ΘH∞. Intuitively, the zeroes

of Θ are the only places where [f ] ∈ H∞/ΘH∞ takes well-defined

values.

Let ρ(z, w) =

∣∣∣∣ z − w

1− w̄z

∣∣∣∣ denote the pseudohyperbolic distance be-

tween the points z, w ∈ D. Given an inner function Θ let us consider

(1) ηΘ(t) := inf {|Θ(z)| : z ∈ D, ρ(z,Z(Θ)) ≥ t} , 0 < t < 1.

This is a non-decreasing function. It is not necessarily continuous

(see an elementary example in Section 6.7). We define a function κΘ

pseudo-inverse to ηΘ by κΘ(λ) := inf{t : ηΘ(t) > λ}, λ ∈ (0, 1).

If f ∈ H∞ is such that the class [f ] is invertible in H∞/ΘH∞, then

infZ(Θ) |f | > 0. Following P.Gorkin, R.Mortini, and N.Nikolski ([6]),we

say that an inner function Θ satisfies the Weak Embedding Property

(WEP) if the converse implication holds for any f ∈ H∞, that is,

if for any f ∈ H∞ the condition infZ(Θ) |f | > 0 implies that [f ] is

invertible in H∞/ΘH∞. They proved that Θ satisfies the WEP if an

only if ηΘ(t) > 0 for any t > 0, see [6]. In the subsequent paper [18]

N.Nikolski and V.Vasyunin proved that for any 0 < c < 1 there exists

a Blaschke product Θ such that ηΘ(t) = 0 if and only if 0 ≤ t ≤ c. In

this paper we study inner functions Θ for which sharp invertibility in

H∞/ΘH∞ holds.

Definition 1.1. An inner function Θ satisfies the Sharp Invertibility

Property (SIP) if for any ε > 0, there exists δ > 0 such that for any

f ∈ H∞, the conditions ∥[f ]∥ ≤ 1 and infZ(Θ) |f | ≥ 1 − δ imply that

[f ] is invertible in H∞/ΘH∞ and ∥[f ]−1∥H∞/ΘH∞ ≤ 1 + ε.

As in [6], one can relate the SIP to the growth of |Θ| away from its

zero set. The WEP and the SIP are independent properties, although

analogous. Our first result shows that the behavior of ηΘ(t) when t

tends to 1 is relevant for the SIP.

Theorem 1.2. An inner function Θ satisfies the Sharp Invertibil-

ity Property (SIP) if and only if it has Maximal Asymptotic Growth

(MAG), that is, limt→1 ηΘ(t) = sup0<t<1 ηΘ(t) = 1.
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An immediate corollary of this Theorem is that, since the MAG

property is clearly stable under finite products of the functions Θ, so

is the SIP.

Given an arc I on the unit circle of length |I| we denote the Carleson
square based at I by Q(I) = {z ∈ D : z/|z| ∈ I, 1 − |z| ≤ |I|}. A

positive measure µ in the unit disc is called a Carleson measure if there

exists a constant C = C(µ) > 0 such that µ(Q(I)) ≤ C|I| for any

Carleson square Q(I). Recall that a Blaschke product Θ with zeros

{aj} is called Carleson–Newman, denoted Θ ∈ (CN), if and only if∑
j(1− |aj|)δaj is a Carleson measure, or equivalently, if

sup
k

∑
j

(1− ρ(aj, ak)
2) = sup

k

∑
j

(1− |aj|2)(1− |ak|2)
|1− aj āk|2

< ∞.

For a ∈ D let φa be the automorphism of D given by φa(w) =

(a−w)/(1− aw). There is a link between inner functions Θ satisfying

the SIP and the behavior of Θ under Frostman shifts φa ◦ Θ, a ∈ D.
It follows from (the proof of) [1, Proposition 2] that whenever 0 <

|a| < sup{ηΘ(t) : 0 < t < 1}, the composition φa ◦ Θ is a Carleson–

Newman Blaschke product. By Theorem 1.2, any SIP inner function

then belongs to the class

(2) M := {Θ inner : φa ◦Θ ∈ (CN), for any a ∈ D \ {0}} ,

introduced in [14]. Note that the class P := (CN) ∩ M, which is

formed by Carleson–Newman Blaschke products all of whose Frostman

shifts are again Carleson–Newman, had been studied beforehand and

characterized in terms of its zeros and behavior on the maximum ideal

space of H∞, see [15], [14] and references therein.

Definition 1.3. We say that a set S ⊂ D is narrow if there exists

0 < R < 1 such that the set S contains no pseudohyperbolic disc of

pseudohyperbolic radius R.

Let Θ be an inner function. It is proved in [14] that Θ ∈ P if and

only if the set {z ∈ D : |Θ(z)| < 1−ε} is narrow for any 0 < ε < 1, and

that Θ ∈ M if and only if the set {z ∈ D : ε < |Θ(z)| < 1−ε} is narrow
for any 0 < ε < 1/2. It is worth mentioning that the narrowness of

the level sets of an inner function is also related to the membership of

its derivative to Hardy or Nevanlinna spaces ([10]). Our next result

says that inner functions satisfying the SIP can also be described by a

narrowness condition.
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Theorem 1.4. Let Θ be an inner function. Then Θ satisfies the SIP

if and only if the set {z ∈ D : 0 < |Θ(z)| < 1 − ε} is narrow for any

0 < ε < 1.

We next present two consequences of Theorems 1.2 and 1.4. The

first one is a dichotomy which holds for inner functions in the class M
and the second one collects several relations between the classes P , M
and the SIP.

Corollary 1.5. Let Θ be an inner function in the class M defined in

(2). Then either sup{ηΘ(t) : 0 < t < 1} = 1 (which means that Θ

satisfies the SIP) or ηΘ(t) = 0 for any 0 < t < 1.

Corollary 1.6.

(a) P ⊂ {inner functions satisfying the SIP} ⊂ M.

(b) Let Θ be an inner function satisfying the WEP. Then Θ ∈ M
if and only if Θ satisfies the SIP.

(c) The class P consists of Carleson–Newman Blaschke products

satisfying the SIP.

Let Θ be a Blaschke product with zero sequence {aj}. Consider

(3) St(z) :=
∑

j:ρ(z,aj)≥t

(1− ρ(z, aj)), z ∈ D

Note that S0(0) =
∑

(1−|aj|) and sup{S0(z) : z ∈ D} < ∞ if and only

if Θ is a Carleson–Newman Blaschke product. For θ ∈ R and h, δ > 0,

we consider

Q(θ, h, δ) := {reiθ′ : 0 < 1− r < δh, |θ′ − θ| < h}.

Note that Q(θ, h, 1) is the usual Carleson square. Our next result

describes the class P in terms of the behavior of St(z), the distribution

of its zeros and also in terms of the SIP.

Theorem 1.7. Let Θ be a Blaschke product with zero set {ak}. Then

the following conditions are equivalent:

(a) Θ ∈ P.

(b) The function St defined in (3) satisfies

lim
t→1

sup
z∈D

St(z) = 0.
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(c) The zeros {ak} of Θ satisfy

lim
δ→0

sup
θ∈R, h>0

1

h

∑
ak∈Q(θ,h,δ)

(1− |ak|) = 0.

(d) Any inner function which divides Θ in H∞ has the SIP.

An important subclass of P is that of the thin Blaschke products,

which are the Blaschke products B whose zeros {ak} satisfy the relation

limk→∞(1−|ak|2)|B′(ak)| = 1, or equivalently, its zeros {ak} satisfy the

following thinness condition

lim
k→∞

∑
j:j ̸=k

(1− |aj|2)(1− |ak|2)
|1− aj āk|2

= 0.

The notion of thin sequences goes back to K.Hoffman [9], see also a

paper [11] by A.Kerr-Lawson and a survey [13] by R.Mortini. These

sequences were considered by C.Sundberg and T.Wolff in [19] in re-

lation to interpolation problems in H∞ ∩ VMOA and in the more

general algebras QAB. Further references include a 1982 paper [20] by

A.Volberg, and more recent [7] and [8]. A sequence {aj} of points in D
is called super-separated if limN→∞ inf{ρ(aj, ak) : j ̸= k, j, k ≥ N} = 1,

a necessary condition for being thin, but far from sufficient. It is easy to

prove that any thin Blaschke product has the MAG and hence the SIP.

We will prove that any SIP Blaschke product with a super-separated

zero sequence must be thin. However we will provide examples of

Carleson–Newman Blaschke products which do not have the SIP and

of inner functions having the SIP which are not Carleson–Newman

Blaschke products.

Finally, we turn to the question of which inner functions can be

divisors of functions satisfying the SIP. For instance, a singular inner

function, being zero-free, obviously never can satisfy the SIP, but in

some cases one can multiply it by a Blaschke product and obtain a

SIP function. The analogous question for divisors of WEP functions

(sometimes called “WEP-able”) has been considered in [1] and [2].

We obtain a result which underlines the proximity between the no-

tions of SIP and WEP. Recall that a compact subset E ⊂ ∂D is said

to be of finite entropy (or being a Beurling–Carleson set) if and only if∫
∂D

log(dist(ζ, E)−1)|dζ| < ∞.
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Note that compact sets of finite entropy must have Lebesgue measure

zero. Given a positive Borel measure µ on ∂D which is singular with

respect to Lebesgue measure, let

(4) Sµ(z) = exp

(
−
∫
∂D

ξ + z

ξ − z
dµ(ξ)

)
, z ∈ D,

be the corresponding singular inner function. We then have a situation

quite parallel to that of WEP-ability, see [2].

Theorem 1.8. Let E be a closed subset of the unit circle ∂D. Then

the following conditions are equivalent:

(a) E has finite entropy.

(b) For any positive Borel singular measure µ supported on E, the

corresponding singular inner function Sµ is a divisor of an inner

function having the SIP.

Although we have some information on the relations between the

WEP and the SIP, the following question remains open.

Question 1.9. Is it true that any function satisfying the SIP is a

divisor of a function satisfying the WEP ?

The paper is organized as follows. Theorem 1.2 is established in

Section 2. Section 3 is devoted to the proof of Theorem 1.4 and its

Corollaries. Theorem 1.7 is proved in Section 4. Section 5 is devoted

to the proof of Theorem 1.8. Finally Section 6 is devoted to discussing

the relations between thin, Carleson–Newman Blaschke products, inner

functions satisfying the WEP, and inner functions satisfying the SIP.

Several relevant examples are also provided.

It is a pleasure to thank Raymond Mortini for drawing our attention

to the results in [5].

2. Equivalence between Sharp Invertibility and Maximal

Growth

The proof of Theorem 1.2 uses the following beautiful quantitative

version of the Corona Theorem proved by P.Jones.

Theorem 2.1. [12, Theorem 1]. Let N ≥ 2. For any ε > 0, there

exists δ > 0 such that if f1, . . . , fN ∈ H∞, ∥fj∥∞ ≤ 1, 1 ≤ j ≤ N , and
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max1≤j≤N |fj(z)| ≥ 1−δ for all z ∈ D, then there exist g1, . . . , gN ∈ H∞

such that
N∑
j=1

fj(z)gj(z) = 1, z ∈ D,

and max1≤j≤N ∥gj∥∞ ≤ 1 + ε.

Proof of Theorem 1.2. First we show that MAG is sufficient for sharp

invertibility. Let f ∈ H∞ with ∥[f ]∥H∞/ΘH∞ = 1 and infZ(Θ) |f | ≥
1− η. Then for any δ > 0 we can find a representative f1 of the class

[f ] with ∥f1∥∞ ≤ 1+δ and infZ(Θ) |f1| ≥ 1−η. Taking f2 := (1+δ)−1f1,

we have ∥f2∥∞ ≤ 1 and

inf
Z(Θ)

|g| ≥ (1 + δ)−1(1− η)

for any g ∈ [f2]. Since [f ]−1 = (1 + δ)[f2]
−1, we may restrict ourselves

to the case of f ∈ H∞, ∥f∥∞ ≤ 1 such that infZ(Θ) |f | ≥ 1− η.

Now we prove that for any 0 < ε1 < 1, there exists 0 < η1 < 1 such

that ∥f∥∞ ≤ 1 and infZ(Θ) |f | ≥ 1− η1 imply that

inf
z∈D

max(|Θ(z)|, |f(z)|) ≥ 1− ε1.

Indeed, let 0 < δ1 < 1 such that ηΘ(δ1) ≥ 1 − ε1. This means that

|Θ(z)| ≥ 1−ε1 if ρ(z,Z(Θ)) ≥ δ1. On the other hand, by the Schwarz–

Pick Lemma, when ρ(z,Z(Θ)) ≤ δ1, we have

|f(z)| ≥ 1− η1 − δ1
1− (1− η1)δ1

≥ 1− ε1,

provided that we pick 0 < η1 ≤ (1− δ1)(1 + δ1(1− ε1))
−1ε1.

Since max{|Θ(z)|, |f(z)|} ≥ 1 − ε1 for any z ∈ D, Theorem 2.1

provides functions g, h ∈ H∞ such that fg + Θh ≡ 1. Then we have

∥[f ]−1∥H∞/ΘH∞ ≤ ∥g∥∞ ≤ 1 + ε and it suffices to choose ε1 := δ in

Theorem 2.1 and then η = η1 depending on ε1, as explained above.

Assume now that Θ enjoys the SIP. Let ε > 0 and pick the cor-

responding δ > 0 given by Definition 1.1. Let z0 ∈ D be such that

ρ(z0,Z(Θ)) ≥ 1− δ. As before, for any a ∈ D, let φa be the involutive

automorphism of the disc exchanging 0 and a. By the hypothesis ap-

plied to f := φz0 , there exist g, h ∈ H∞ such that 1 < γ := ∥g∥∞ ≤ 1+ε

and φz0(z)g(z) + Θ(z)h(z) = 1 for all z ∈ D.
Then, let g1 = γ−1g, and g2 := φz0g1 = γ−1(1−hΘ), so that ∥g2∥∞ =

1, g2(z0) = 0, and g2 = γ−1 on Z(Θ). Finally, g3 := φγ−1 ◦ g2 is a
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function vanishing on Z(Θ) such that ∥g3∥∞ ≤ 1. Also,

g3 =
γ−1 − g2
1− γ−1g2

=
γ−1hΘ

1− γ−1g2

is a multiple of Θ, which is inner. Hence |g3| ≤ |Θ| on D and we deduce

|Θ(z0)| ≥ |g3(z0)| = |φγ−1(0)| = γ−1 ≥ 1

1 + ε
> 1− ε.

□

The proof of the direct part of Theorem 1.2, using N ≥ 1 in P.Jones

Theorem, also yields the following version of the Corona theorem for

H∞/ΘH∞, of which the sharp invertibility property is the case N = 1.

Proposition 2.2. Let Θ be an inner function having MAG and let N ≥
1 be an integer. Then for any ε > 0, there exists δ > 0 such that if fj ∈
H∞, ∥[fj]∥H∞/ΘH∞ ≤ 1, 1 ≤ j ≤ N , and infz∈Z(Θ)max1≤j≤N |fj(z)| ≥
1− δ, then there exist g1, . . . , gN ∈ H∞ such that

N∑
j=1

fjgj = 1

in H∞/ΘH∞ and max1≤j≤N ∥gj∥∞ ≤ 1 + ε.

3. Sharp Invertibility and Sublevel sets

It will be convenient here and in some other places to use the hyper-

bolic (or Poincaré) distance given by

(5) dH(z, w) := tanh−1 ρ(z, w) =
1

2
log

1 + ρ(z, w)

1− ρ(z, w)
, z, w ∈ D.

The hyperbolic disc centered at z ∈ D of hyperbolic radius R > 0 will

be denoted by DH(z,R) := {w ∈ D : dH(z, w) < R}.
We first establish the necessity in Theorem 1.4.

Proposition 3.1. Let Θ be an inner function that satisfies the SIP.

Then for any 0 < ε < 1 there exists R > 0 such that the set {w ∈ D :

0 < |Θ(w)| < 1− ε} contains no hyperbolic disc of hyperbolic radius R.

Proof. Fix 0 < ε < 1. Since Θ has the SIP, there exists 0 < δ < 1 such

that ηΘ(δ) ≥ 1− ε. Pick R > 0 such that tanh(R) = δ. For any z ∈ D
we have either |Θ(z)| ≥ 1 − ε or DH(z,R) ∩ Z(Θ) ̸= ∅. In both cases

DH(z,R) ̸⊂ {w ∈ D : 0 < |Θ(w)| < 1− ε}. □
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For the converse, we first need an auxiliary result on positive har-

monic functions.

Lemma 3.2. For 2 ≤ r1 ≤ r0 − 1, denote ρj := tanh rj, j = 0, 1. Let

h be a positive harmonic function on DH(0, r0) = D(0, ρ0). If there

exists θ0 ∈ R such that h(ρ1e
iθ0) ≤ 1

4
h(0), then there exists θ1 ∈ R such

that h(ρ1e
iθ1) ≥

(
1 + 1

10
e−2r1

)
h(0).

Note that the conclusion of the lemma does not depend on the value

of r0 as long as r0 ≥ r1 + 1.

Proof of Lemma 3.2.

Without loss of generality, assume θ0 = 0. Let s := ρ1/ρ0. Note that

tanh 2 ≤ s < 1. By Harnack’s inequality, for |θ| ≤ δ,

h(ρ1e
iθ) ≤ h(ρ1)

1 + ρ(s, seiδ)

1− ρ(s, seiδ)
.

Choosing δ := cos−1

(
1−

(
1−s2

4s

)2)
, we can check that ρ(s, seiδ) ≤ 1

3
,

and so h(ρ1e
iθ) ≤ 2h(ρ1) ≤ 1

2
h(0) for |θ| ≤ δ.

By the mean value property of harmonic functions,

h(0) =

∫ π

−π

h(ρ1e
iθ)

dθ

2π
≤ 2δ

2π

1

2
h(0) +

2π − 2δ

2π
sup
|θ|≥δ

h(ρ1e
iθ),

thus

sup
|θ|≥δ

h(ρ1e
iθ) ≥ 1− (δ/2π)

1− (δ/π)
h(0) ≥ (1 + (δ/2π))h(0).

Using the fact that cos−1(1 − u2) ≥
√
2u, one can check that δ/2π >

e−2r1/10. □

We will also need the following technical auxiliary result.

Lemma 3.3. Let Θ be an inner function and 0 < ε < 1, R1 > 2 such

that the set {w ∈ D : 0 < |Θ(w)| < (1 − ε)1/4} contains no hyperbolic

disc of hyperbolic radius R1. Then for R0 large enough, depending only

on R1, we have

(6) |Θ(z)| ≥ 1− ε if dH(z,Z(Θ)) ≥ R0.

Proof of Lemma 3.3.

Let R0 ≥ 4(R1 + 1) be a large number to be specified later. We

argue by contradiction. Assume that there exists a point z0 ∈ D such

that dH(z0,Z(Θ)) ≥ R0 and |Θ(z0)| ≤ 1− ε. Let H(z) := − log |Θ(z)|,
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z ∈ D. We claim that we can construct a finite collection of points

{zk}mk=0, with m = ⌊ R0

2R1
− 2⌋, such that

(7) dH(z0, zk) ≤ kR1 and H(zk) ≥
(
1 +

1

10
e−2R1

)k

log
1

1− ε
.

We proceed by induction: (7) is trivially satisfied for k = 0. Given

k ≤ m, the first part of the induction statement implies in particular

that dH(z0, zk) < R0/2, DH(zk, R0/2) ⊂ {w ∈ D : Θ(w) ̸= 0}. By the

choice of R1, DH(zk, R1) ̸⊂ {w ∈ D : 0 < |Θ(w)| < (1 − ε)1/4}, but
Θ never vanishes on that disc, so by the minimum principle there is a

point z′k such that dH(zk, z
′
k) = R1 and H(z′k) ≤ 1

4
log 1

1−ε
≤ 1

4
H(zk).

So we can apply Lemma 3.2 to h := H ◦ φzk , r1 = R1, r0 = R0/2.

We set zk+1 := φzk(ρ1e
iθ1), so that dH(zk, zk+1) = tanh−1 ρ1 = R1, and

H(zk+1) = h(ρ1e
iθ1) ≥

(
1 +

1

10
e−2R1

)
h(0) =

(
1 +

1

10
e−2R1

)
H(zk),

and the inductive step is completed.

Now we claim that H(z) ≥ log 1
1−ε

for any z ∈ DH(zm, R1 + 1),

which contradicts the assumption on R1. Indeed, applying Harnack’s

inequality, we have for z ∈ DH(zm, R1 + 1),

H(z)

H(zm)
≥ tanh(2(R1 + 1))− tanh(R1 + 1)

tanh(2(R1 + 1)) + tanh(R1 + 1)

=
e−2R1

e2 + e−2R1 + e−4R1−2
≥ 1

8
e−2R1 .

So, for m sufficiently large we have H(z) ≥ − log(1 − ε) for any

z ∈ DH(zm, R1 + 1) as desired.

For the record, note that a value of R0 that can be chosen is

R0 = 2R1

(
3 +

2R1 + log 8

log
(
1 + 1

10
e−2R1

)) .

□

Proof of Theorem 1.4.

The necessity of narrowness is proved in Proposition 3.1.

Conversely assume that {w : 0 < |Θ(w)| < 1 − ε′} is narrow for

any 0 < ε′ < 1. Given 0 < ε < 1, we thus have some R1 ≥ 2 such

that the set {w ∈ D : 0 < |Θ(w)| < (1 − ε)
1
4} contains no hyperbolic

disc of hyperbolic radius R1. Then Lemma 3.3 provides a constant
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R0 = R0(R1) such that |Θ(z)| ≥ 1 − ε if dH(z,Θ
−1{0}) ≥ R0. Hence

Θ has the MAG and by Theorem 1.2 we deduce that Θ has the SIP. □

We now prove Corollary 1.5

Proof of Corollary 1.5. Assume that there exists 0 < t0 < 1 such that

ηΘ(t0) > 0. Suppose that Θ does not satisfy the SIP, by Theorem

1.4 there exists ε > 0 such that for any R > 0, there exists zR ∈ D
such that DH(zR, R) is contained in {w ∈ D : 0 < |Θ(w)| < 1 − ε}.
For any R′ > 0, consider R = 2max(R′, tanh−1(t0)). Then for all

w ∈ DH(zR, R
′),

dH(w,Z(Θ)) ≥ dH(zR,Z(Θ))− dH(zR, w) ≥
R

2
≥ tanh−1(t0),

so that |Θ(w)| ≥ ηΘ(t0). We deduce that

DH(zR, R
′) ⊂ {w ∈ D : ηΘ(t0) < |Θ(w)| < 1− ε}

⊂ {w ∈ D : ε1 < |Θ(w)| < 1− ε1},

where ε1 := min(ηΘ(t0), ε). Hence Θ ̸∈ M and the proof is completed.

□

We now prove Corollary 1.6

Proof of Corollary 1.6. Part (a) follows from the description mentioned

before, of the classes P and M in terms of the level sets given in [14]

and from Theorem 1.4.

We now prove part (b). Assume that Θ ∈ M satisfies the WEP.

Since ηΘ cannot vanish identically, Corollary 1.5 gives that Θ has the

SIP. The converse implication follows from part (a).

To prove part (c), note that by (a), any Blaschke product in P
satisfies the SIP. The converse follows from [1, Proposition 2] which

says that if 0 < |a| < sup{ηΘ(t) : 0 < t < 1}, then φa ◦ Θ is a

Carleson–Newman Blaschke product.

□

4. Proof of Theorem 1.7

The following auxiliary result can be found in [14, Theorem 2.2], see

also [5].

Lemma 4.1. Let Θ be a Blaschke product with zeros {aj}. The fol-

lowing conditions are equivalent:

(1) Θ is a Carleson–Newman Blaschke product.
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(2) There exist 0 < r < 1 and 0 < ε < 1 such that Dρ(ak, r) ̸⊂
{w ∈ D : |Θ(w)| < ε}, for any k ≥ 1.

Recall that given t ∈ (0, 1) and a discrete sequence {aj} in D, we
denote

St(z) =
∑

j:ρ(z,aj)≥t

1− ρ(z, aj).

The proof of Theorem 1.7 is organized in several steps.

Proposition 4.2. Let Θ be a Blaschke product with zeros {aj}. Then
Θ ∈ P if and only if

(8) lim
t→1

sup
z∈D

St(z) = 0.

Proof. We start proving the necessity of condition (8). Fix ε > 0.

Since Θ ∈ P , there exists R1 > 2 such that the set {w ∈ D : |Θ(w)| <
(1− ε)

1
4} contains no hyperbolic disc of hyperbolic radius R1. Let R0

be obtained from R1 by Lemma 3.3. Fix z ∈ D and denote by Θ̃ the

Blaschke product whose zeros are the zeros of Θ which are at hyperbolic

distance from z bigger than R0, that is,

Θ̃ =
∏

j:dH(z0,aj)≥R0

baj , ba(z) =
|a|
a

a− z

1− az
, z ∈ D.

Since |Θ| ≤ |Θ̃| on D, the set {w ∈ D : |Θ̃(w)| < (1− ε)
1
4} contains no

hyperbolic disc of hyperbolic radius R1. Then Lemma 3.3 gives that

|Θ̃(z)| ≥ 1 − ε. We deduce that there exists 0 < t0 = t0(R0) < 1,

t0 → 1 as R0 → ∞, such that

St(z) ≲ − log |Θ̃(z)| ≤ − log(1− ε), t0 < t < 1.

This is (8).

We now prove the converse. If ρ(z,Z(Θ)) ≥ 1/2, then − log |Θ(z)| ≤
2St(z). Therefore, ηΘ(t) ≥ e−2 supD St for 1/2 < t < 1. Thus (8) readily

implies that Θ verifies the SIP.

Furthermore, there exists t0 ∈ (0, 1) such that supD St0 ≤ 1. Let

z, w ∈ D be such that ρ(z, w) = 2t0/(1+ t20). Using [3, Lemma 1.4], we

have ∑
j:ρ(z,aj)<t0

(1− ρ(z, aj)) ≤
∑

j:ρ(w,aj)≥t0

(1− ρ(z, aj))

≤ (1 + t0)
2

(1− t0)2

∑
j:ρ(w,aj)≥t0

(1− ρ(w, aj)).
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Finally, for all z ∈ D,∑
j

(1− ρ(z, aj)) ≤ 1 +
(1 + t0)

2

(1− t0)2
,

which implies that Θ is a Carleson–Newman Blaschke product. Then

Corollary 1.6 completes the proof. □

Let us recall that for θ ∈ R and h, δ > 0, we denote

Q(θ, h, δ) := {reiθ′ : 0 < 1− r < δh, |θ − θ′| < h}.

Proposition 4.3. Let Θ be a Blaschke product with zeros {ak}. Let

µ =
∑
j

(1− |aj|)δaj .

Then (8) holds if and only if

(9) lim
δ→0

sup
θ∈R,h>0

µ(Q(θ, h, δ))

h
= 0

Proof. (8) =⇒ (9): Let θ ∈ R, h ∈ (0, 1). We set z = (1 − h)eiθ.

Note that for any 0 < δ < 1/2 there exists 0 < t(δ) < 1, t(δ) → 1 as

δ → 0 such that ρ(z, aj) ≥ t(δ) for any aj ∈ Q(θ, h, δ). Since there

exists a universal constant C > 0 such that 1 − |a| ≤ C(1 − ρ(a, z))h

for any a ∈ Q(θ, h, δ), we deduce that µ(Q(θ, h, δ)) ≤ CSt(δ)(z)h and

(9) follows.

(9) =⇒ (8): First, observe that (9) implies the existence of a fixed

0 < δ0 < 1 such that µ(Q(θ, h, δ0)) ≤ h for any θ ∈ R, h > 0. Then

(10) µ(Q(θ, h, 1)) ≤ µ
(
Q(θ, hδ−1

0 , δ0)
)
≤ hδ−1

0 ,

for any θ ∈ R and h > 0. In other words, (9) implies that µ is a Carleson

measure and hence Θ is a Carleson–Newman Blaschke product.

Next, we fix z = (1− h0)e
iθ ∈ D and use the partition

D =
⋃
n∈N

(Qn \Qn−1)

where we have denoted

Q−1 = ∅, Qn = Q(θ, 2nh0, 1) n ∈ N.

There exist two constants α, β > 0 such that

α2−2n1− |aj|
h0

≤ 1−ρ(z, aj) ≤ β2−2n1− |aj|
h0

, n ∈ N, aj ∈ Qn \Qn−1.
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Let m ∈ N. If 1− ρ(z, aj) ≤ α2−2m, aj ∈ Qn \Qn−1, and n ≤ m, then

1− |aj| ≤ 22(n−m)h0. We obtain

S1−2−2m(z)

≤ β

m∑
n=0

2−2n
∑

aj∈Q(θ,2nh0,2−m)

1− |aj|
h0

+ β

+∞∑
n=m+1

2−2n
∑

aj∈Qn\Qn−1

1− |aj|
h0

≤ β

m∑
n=0

2−nµ(Q(θ, 2nh0, 2
−m))

2nh0

+ β

+∞∑
n=m+1

2−nµ(Q(θ, 2nh0, 1))

2nh0

≤ 2β sup
θ∈R,h>0

µ(Q(θ, h, 2−m))

h
+ β2−m sup

θ∈R,h>0

µ(Q(θ, h, 1))

h
.

By (9) and (10), we obtain

lim
m→∞

sup
z∈D

S1−2−2m(z) = 0.

□

Next we will prove the equivalence between conditions (b) and (d)

in Theorem 1.7, that is, we prove that the set P is precisely the set

of inner functions such that all their divisors satisfy the SIP. It will

be convenient to work with the hyperbolic distance and consider the

equivalent quantity

S̃x(z) :=
∑

a∈Z(Θ)\DH(z,x)

e−2dH(a,z), x > 0, z ∈ D.

We start with an auxiliary result

Lemma 4.4. Assume that supz∈D S̃x(z) > δ for any x ∈ (0,∞). Then

for any z ∈ D and any A > 0, there exists x = x(z, A) > A and w ∈ D
such that dH(z, w) > A and S̃x(w) > δ.

Proof. By the assumption on S̃, it will be enough to show that S̃x(w) ≤
δ if dH(w, z) ≤ A and x is sufficiently large. Take x large enough so

that S̃x−A(z) < e−2Aδ. Then by using the triangle inequality twice we

obtain that

S̃x(w) =
∑

a∈Z(Θ)\DH(z,x)

e−2dH(a,w)

≤
∑

a∈Z(Θ)\DH(z,x−A)

e−2dH(a,z)+2A = e2AS̃x−A(z) < δ.

□
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Now we pass to the equivalence between conditions (b) and (d) in

Theorem 1.7.

Proposition 4.5. Let Θ be an inner function with zeros {aj}. Then

Θ is a Blaschke product satisfying the uniform Blaschke tails condition

(8) if and only if every divisor of Θ has the SIP.

Proof. We have already seen in Proposition 4.2 that (8) is sufficient for

a Blaschke product to have the SIP, and since condition (8) is preserved

under removal of any subset of the zeros, it will also imply that Blaschke

products which divide Θ have the SIP.

Conversely, if Θ has a non-trivial singular factor, then it will be a

divisor which fails the SIP, so we can assume that Θ is a Blaschke

product. We proceed by contradiction, and assume that there exists

δ > 0 such that supz∈D S̃x(z) > δ for any x ∈ (0,∞).

Using Lemma 4.4 we now construct in an inductive argument a se-

quence of disjoint hyperbolic discs DH(wk, k). A divisor Θ̃ failing the

SIP will be obtained by removing the zeros of Θ lying in those discs,

so that Z(Θ̃) = Z(Θ) \ (∪k≥1DH(wk, k)).

We start by choosing w1, x1 with S̃x1(w1) > δ.

Then we choose R1 > x1 such that∑
a∈Z(Θ)∩DH(w1,R1)\DH(w1,x1)

e−2dH(a,w1) ≥ 3

4
δ

and ∑
a∈Z(Θ)∩DH(w1,1)

e−2dH(a,w) ≤ 1

4
δ, dH(w,w1) > R1.

On step k ≥ 2 we apply Lemma 4.4 with z = w1 and

A = max
1≤s<k

dH(w1, ws) +Rk−1 + k

to get wk = w and xk = x such that dH(w1, wk) > A, xk > A, and

S̃xk
(wk) > δ. Next we choose Rk > xk such that∑

a∈Z(Θ)∩DH(wk,Rk)\DH(wk,xk)

e−2dH(a,wk) ≥ 3

4
δ

and ∑
a∈Z(Θ)∩(∪1≤s≤kDH(ws,s))

e−2dH(a,w) ≤ 1

4
δ, dH(w,w1) > Rk.

This completes the induction step.
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Then DH(wk, Rk) ∩DH(wj, j) = ∅, j > k and k < xk. Therefore,∑
a∈Z(Θ)\(∪j≥kDH(wj ,j))

e−2dH(a,wk) ≥ 3

4
δ, k ≥ 1.

Next, dH(wk, w1) > Rk−1, and hence,∑
a∈Z(Θ)∩(∪1≤j≤k−1DH(wj ,j))

e−2dH(a,wk) ≤ 1

4
δ, k ≥ 1.

The points wk verify dH(wk,Z(Θ̃)) ≥ k, and

log
1

|Θ̃(wk)|
≳

∑
a∈Z(Θ̃)

e−2dH(a,wk)

=
∑

a∈Z(Θ)\(∪j≥kDH(wj ,j))

e−2dH(a,wk) −
∑

a∈Z(Θ)∩(∪1≤j≤k−1DH(wj ,j))

e−2dH(a,wk)

≥ δ

2
, k ≥ 1.

This shows that Θ̃ does not have the SIP. □

5. Proof of Theorem 1.8

We will use the family of dyadic arcs of the unit circle given by

{eiθ : k2−m ≤ θ/2π < (k + 1)2−m}, 0 ≤ k < 2m, m ≥ 1.

When I is an arc on the unit circle we denote by 2I the arc with the

same center and twice the length.

Proof of Theorem 1.8.

Proof of (a) ⇒ (b). We follow the notations and several arguments

from [2]. Let G = {Jn} be the family of maximal dyadic arcs of ∂D such

that 2Jn ⊂ ∂D\E. The arcs {Jn} form a sort of Whitney decomposition

of ∂D\E. From [2, Lemma 12(b)], we know that if E has finite entropy,

then

(11)
∑
Jn∈G

|Jn| log
1

|Jn|
< ∞.

Let F be the family of dyadic arcs I of ∂D which are not contained in

any arc of G, that is, 2I ∩E ̸= ∅. As in [2, pp. 1000–1001], we see that∑
I∈F

|I| < ∞.

LetB1 be the Blaschke product with zeros {zI : I ∈ F}, and f := B1Sµ.
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As before, for an arc J of ∂D, let Q(J) = {z ∈ D : z
|z| ∈ J, 1− |z| <

|J |} be the Carleson square based at J .

Claim. For any J ∈ G, z ∈ Q(J), we have

log
1

|f(z)|
≲

1− |z|
1− |zJ |

log
1

|f(zJ)|
≲

1− |z|
|J |2

.

Proof of the Claim. Since z ∈ Q(J) and J ∈ G, we have ρ(zJ ,Z(B1)) ≳

1. Then

log
1

|f(z)|
≲ P [µ](z) +

∑
I∈F

(1− |zI |)(1− |z|)
|1− zIz|2

.

Since J ∈ G, 2J ∩ supp µ = ∅ and Q(2J) ∩ Z(B1) = ∅. So for any

z ∈ Q(J) and ξ ∈ supp µ, |ξ − z| ≃ |ξ − zJ |. If furthermore I ∈ F ,

then |1− zIz| ≃ |1− zIzJ |. Thus

P [µ](z) ≃ 1− |z|
1− |zJ |

P [µ](zJ) and
1

|1− zIz|2
≃ 1

|1− zIzJ |2
.

We deduce that

log
1

|f(z)|
≃ 1− |z|

1− |zJ |

(
P [µ](zJ) +

∑
I∈F

(1− |zI |)(1− |zJ |)
|1− zIzJ |2

)

≲
1− |z|
1− |zJ |

log
1

|f(zJ)|
,

which yields the first estimate. For the second one, observe that by

Harnack’s inequality, P [µ](zJ) ≲ |J |−1 and∑
I∈F

(1− |zI |)(1− |zJ |)
|1− zIzJ |2

≲
1

1− |zJ |
∑
I∈F

1− |zI | ≲
1

|J |
.

The Claim is proved. □

Next, we consider

L :=
⋃
J∈G

{L dyadic arc: L ⊂ J, |L| ≥ |J |2}.

Note that ∑
J∈L

|J | ≃
∑
J∈G

|J | log2 |J |−1 < ∞,

by (11). So the sequence {zL : L ∈ L} satisfies the Blaschke condition.

Let B2 be the corresponding Blaschke product. We will prove that

fB2 = SµB1B2 has the SIP. We need to show that |f(z)B2(z)| is close
to 1 when ρ(z,Z(B1B2)) is sufficiently close to 1.
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The Claim gives that log |f(z)|−1 ≤ ε whenever z ∈ Q(J) and 1 −
|z| ≤ ε|J |2, for some J ∈ G. Given ε > 0, there exists δ > 0 such that

{z : ρ(z,Z(B1B2)) ≥ 1− δ} ⊂
⋃
J∈G

{
z ∈ QJ : 1− |z| ≤ ε|J |2

}
.

Then it only remains to show that log |B2(z)|−1 → 0 as ε → 0 when

z ∈ Q(J), 1 − |z| ≤ ε|J |2, for some J ∈ G. For such a point z, let

j0 := j0(z) be the smallest positive integer such that 2j0Q(z) contains

a zero of B2, where Q(z) = Q(Lz) with Lz the shortest dyadic arc L

such that z ∈ Q(L). We have j0(z) ≳ log2 ε
−1. Then

log |B2(z)|−1 ≃
∑
L∈L

(1− |zL|)(1− |z|)
|1− zLz|2

≲
∑
j≥j0

1

22j(1− |z|)
∑

L∈L, zL∈Q(2jLz)\Q(2j−1Lz)

1− |zL|

≲
∑
j≥j0

j2j

22j
≲

j0
2j0

≲ ε log ε−1.

This completes the proof of the implication (a) ⇒ (b).

Proof of (b) ⇒ (a). Lemma 4 of [2] establishes that a closed set

E ⊂ ∂D has finite entropy if and only if for any positive Borel singular

measure µ supported on E and any constant C > 0, one has∑
|J | < ∞,

where the sum is taken over all dyadic arcs J ⊂ ∂D satisfying the

property P [µ](zJ) ≥ C. Arguing by contradiction, suppose that there

exists a singular measure µ supported on E such that∑
|I| = ∞,

where the sum is taken over all dyadic arcs I such that P [µ](zI) ≥ 2.

By Harnack’s inequality, we have P [µ](z) ≥ 1 when z ∈ Dρ(zI , 1/3)

and we deduce ∫
{z∈D:P [µ](z)≥1}

dA(z)

1− |z|
= ∞,

where dA denotes the area measure. This will contradict the next

Lemma, which parallels the analogous fact for inner functions having

the WEP, [1, Proposition 4].
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Lemma 5.1. If Sµ is a divisor of an inner function having the SIP,

then for any C > 0, ∫
{z∈D:P [µ](z)≥C}

dA(z)

1− |z|
< ∞.

Proof. Let B be an inner function such that Θ = BSµ has the SIP.

Using that |Θ(z)| ≤ |Sµ(z)|, z ∈ D and that Θ has the SIP, for any

C > 0 we have

{z ∈ D : P [µ](z) ≥ C} =
{
z ∈ D : |Sµ(z)| ≤ e−C

}
⊂
{
z ∈ D : |Θ(z)| ≤ e−C

}
⊂
{
z ∈ D : ρ(z,Z(B)) ≤ κΘ(e

−C)
}
=: Γ.

The Blaschke condition on the zeros of B gives that∫
Γ

dA(z)

1− |z|
< ∞,

which finishes the proof. □

□

6. Examples and further results

6.1. Thin Blaschke products, super-separated zeros and the

SIP. A sequence {ak} of points in the unit disc is called an exponential

sequence if

lim sup
k→∞

1− |ak+1|
1− |ak|

< 1.

Proposition 6.1.

(a) Any finite product of thin Blaschke products satisfies the SIP.

(b) Any Blaschke product whose zero set is a finite union of expo-

nential sequences satisfies the SIP.

Note that Blaschke products in both of these classes are Carleson–

Newman, therefore by part (c) of Corollary 1.6 belong to P .

Proof. In part (a) one only needs to show that a thin Blaschke prod-

uct satisfies the MAG condition, which by Theorem 1.2 means that it

satisfies the SIP. This follows from classical estimates of K.Hoffmann,

see [3, Lemma 1.4 of Chapter X].

For (b), Theorem 1.7 (c) shows that the Blaschke product is in the

class P and hence satisfies the SIP.

□
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Of course, many SIP Blaschke products are not thin (for instance

the Blaschke product with zeros 1− 2−j, j ≥ 1). However, if the zeros

of an inner function are sufficiently separated, then the SIP implies

thinness. Recall that a sequence {ak} ⊂ D is called super-separated if

for any δ > 0, there exists N ∈ N such that ρ(aj, ak) ≥ 1 − δ for any

j > k ≥ N .

Proposition 6.2. Let Θ be an inner function whose zeros are super-

separated. Assume that Θ satisfies the SIP. Then Θ is a thin Blaschke

product.

Proof. The assumptions imply that for any θ ∈ R one can find a se-

quence rn → 1 such that |Θ(rne
iθ)| → 1. Hence Θ cannot have a non-

trivial singular inner factor. Now we need to show that (1−|ak|)Θ′(ak)|
can be made arbitrarily close to 1 when k is large enough. Here {ak}
denotes the sequence of zeros of Θ. Fix 0 < ε < 1. By the SIP, there

exists 0 < δ < 1 such that |Θ(z)| ≥ 1− ε whenever ρ(z, {ak}) ≥ 1− δ.

Pick an integer N = N(δ) > 0 large enough so that for k ≥ N , we have

that Dρ(ak, 1− δ) is at ρ-distance at least 1− δ from any other zero of

Θ, so that |Θ(z)/φak(z)| ≥ |Θ(z)| ≥ 1 − ε for any z ∈ ∂Dρ(ak, 1 − δ).

Since Θ(z)/φak is zero-free on the disc Dρ(ak, 1 − δ), we obtain that

(1− |ak|2)Θ′(ak)| ≥ 1− ε by applying the minimum modulus principle

to the function Θ/φak at z = ak. □

We will see that a divisor of a SIP Blaschke product is not, in general,

SIP; however Blaschke products with a super-separated zero sequence

(and so in particular thin Blaschke products) are in a sense negligible

elements for the SIP. In other words an inner function can be multiplied

or divided by such a Blaschke product without changing its status with

respect to the SIP.

Proposition 6.3. Let Θ1 and Θ2 be two inner functions. Assume that

Θ = Θ1Θ2 satisfies the SIP and that Z(Θ1) is finite or super-separated,

then Θ2 satisfies the SIP.

Proof. Assume first that Z(Θ1) is finite. By induction, we may as-

sume that it only contains a single point a1. It suffices to show that

ηΘ2(tanh(3t)) ≥ ηΘ(tanh t) for t > 0. Let z ∈ D be such that

dH(z,Z(Θ2)) ≥ 3t.

We consider two cases.
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If dH(z, a1) ≥ t, then |Θ2(z)| ≥ |Θ(z)| ≥ ηΘ(tanh t).

If dH(z, a1) < t, then all w ∈ D such dH(z, w) = 2t satisfy the relation

dH(w,Z(Θ)) ≥ t, thus |Θ2(w)| ≥ |Θ(w)| ≥ ηΘ(tanh t) and since Θ2

does not have zeros on DH(z, 2t) we also have |Θ2(z)| ≥ ηΘ(tanh t).

Now we assume that Z(Θ1) = {aj} is super-separated.

Let t > 0 and z ∈ D be such that dH(z,Z(Θ2)) ≥ 3t. There exists

N ∈ N such that dH(ak, aj) ≥ 4t for all j > k > N . Applying the

previous case, we see that Θ̃ := Θ
∏

j≤N b−1
j , where

bj(z) :=
āj
|aj|

aj − z

1− ājz
, z ∈ D,

satisfies the SIP.

If dH(z, aj) ≥ t for all j > N , then |Θ2(z)| ≥ |Θ̃(z)| ≥ ηΘ̃(tanh t).

Assume that dH(z, aj) < t for some j > N , then all w such that

dH(z, w) = 2t satisfy dH(w,Z(Θ̃)) ≥ t. We conclude like in the previ-

ous case that ηΘ2(tanh(3t)) ≥ ηΘ̃(tanh t). □

Corollary 6.4. Let Θj, 1 ≤ j ≤ N , be inner functions, each one with

super-separated zeros and let the product
∏

1≤j≤N Θj satisfy the SIP.

Then each Θj is a thin Blaschke product.

Proof. By induction and Proposition 6.3, we show that each Θj satisfies

the SIP. Then, we apply Proposition 6.2 to deduce that each Θj is a

thin Blaschke product. □

6.2. Carleson–Newman Blaschke products, the WEP, and the

SIP.

Proposition 6.5. There exist Blaschke products satisfying both the

SIP and the WEP which are not Carleson–Newman.

Proof. This construction is due to S.Treil as published in [6]. Once

again, we carry out the computations in the upper half plane H. Recall

that for z, w ∈ H,

1− ρ(z, w)2 =
4 Im z Imw

(Re z − Rew)2 + (Im z + Imw)2
.

Set yn = n3, n ≥ 1, and choose a decreasing sequence {δn}, with
δ1 = 1 and δn → 0, such that

∑
n(δnyn)

−1 < ∞. This ensures that

zn,k := kδnyn + iyn, n ∈ N, k ∈ Z, defines a Blaschke sequence in H.

Let B denote the associated Blaschke product. It is proved in [6] that

B satisfies the WEP, and it is obvious that B is not Carleson–Newman.
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It is easy to see that there exists ε0 > 0 such that dH(z,Z(B)) ≥
1− ε0 implies that Im z ≤ 1

4
. Fix 0 < ε < ε0. Suppose that z = x+ iy,

0 < y ≤ 1
4
, and that minn,k ρ(z, zn,k) ≥ 1− ε. If we choose k0 ∈ Z such

that |x− k0| ≤ 1
2
, we have

2ε ≥ 1− ρ(z, z0,k0)
2 ≥ 4y

1
4
+ (y + 1)2

≥ 2y,

so y ≤ ε. Using Riemann sums, we then can estimate

(12) log |B(z)|−1 ≲
∑

n≥0,k∈Z

1− ρ(z, zn,k)
2

≲
∑
n≥0

4yyn
∑
k∈Z

1

(x− kδnyn)2 + y2n
≲ y

∑
n

1

δnyn
≲ ε,

so B satisfies the SIP. □

Corollary 6.6. There exist a Blaschke product satisfying the SIP and

not satisfying the WEP.

Proof. We just take the Blaschke product B from Proposition 6.5 and

remove its zeros in the hyperbolic discs DH(8
ni, 1), n ≥ 1. Then the

remaining Blaschke product B1 does not satisfy the WEP because the

discs DH(8
ni, 2) contain an increasing number of zeroes, while their

centers 8ni are at a fixed distance from the zero set. Next, B1 satisfies

the SIP because all points which are at pseudohyperbolic distance more

than 1 − ε′0 of the zero set, for some ε′0 < min(ε0, 1 − tanh 2) must

verify Im z ≤ 1
4
, and we just use estimate (12) and the fact that |B1| ≥

|B|. □

Next we provide examples of Interpolating Blaschke products which

do not satisfy the SIP. Our examples are very close to those in the

proof of Theorem 5 in [1].

Proposition 6.7. There exist interpolating Blaschke products (which

satisfy therefore the WEP) which do not satisfy the SIP.

Proof. For notational convenience, we construct a family of such ex-

amples in the upper half plane. For any interval I ⊂ R, let Ĩ be the

interval with the same center and triple the length.

Let {Ln} be a decreasing summable sequence of positive numbers,

and In := [xn, xn+Ln] ⊂ R a family of intervals such that the intervals

{Ĩn} are pairwise disjoint, xn+2Ln ≤ xn+1 for any n and all contained
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in a fixed bounded interval. Pick an increasing sequence of integers

{Nn} → ∞, and define

zn,k := xn +
kLn

Nn

+ i
Ln

Nn

, 0 ≤ k < Nn.

Let B be the Blaschke product with zeros {zn,k : 0 ≤ k < Nn, n ≥ 1}.
The Blaschke condition is verified because of the summability assump-

tion of {Ln}. It is clear that B is an interpolating Blaschke product.

Note that there exists a universal constant 0 < c0 < 1 such that

|B(z)| ≤ c0 for any z ∈ Qn := {x+ iy : x ∈ In, Ln/Nn ≤ y ≤ Ln}. Pick
wn ∈ Qn with Im(wn) = Ln. Note that ρ(wn,Z(B)) → 1 as n → ∞.

Hence B does not satisfy the MAG condition.

□

Last example can be improved to obtain a Blaschke product which

cannot even become SIP after the addition of extra zeros.

Proposition 6.8. There exists an interpolating Blaschke product which

is not a divisor of a SIP function.

Proof. Consider the Blaschke product B of Proposition 6.7 above. This

time choose Ln, Nn such that
∑

n Ln < ∞,
∑

n Ln logNn = ∞. As

before, B is an interpolating Blaschke product.

We argue by contradiction. Assume that B1 is a Blaschke product

such that BB1 has the SIP. Since |BB1(z)| ≤ |B(z)| ≤ c0 for any

z ∈ Qn, there exists a zero ζ of BB1 such that ρ(z, ζ) ≤ η−1
BB1

(c0). The

Blaschke sum of BB1 on Qn is thus bigger than a fixed multiple of∫
Qn

dm2(z)

1− |z|
≍ Ln logNn.

So the zeros of BB1 cannot satisfy the Blaschke condition. □

6.3. Divisors of SIP are not always SIP. Our next result says that

divisors of SIP Blaschke products may not be SIP.

Proposition 6.9. There exists a Blaschke product B = B1B2 which

has the SIP such that Bi do not have SIP or WEP, i = 1, 2.

Proof. We argue in the upper half plane. Let B be the Blaschke prod-

uct constructed by S.Treil described in Proposition 6.5. Let B1 (respec-

tively B2) be the Blaschke product having the zeros of B with positive
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(respectively negative) real part. Note that for any c > 0 we have

lim
x→+∞

B2(x+ icx) = 0, lim
x→+∞

B1(−x+ icx) = 0.

Hence Bi, i = 1, 2, does not have the SIP or the WEP. □

6.4. Stability of the zero set under local perturbations.

Proposition 6.10. Let Θ be an inner function, {zn}n≥1 ⊂ Z(Θ), and

let {z∗n}n≥1 be such that supn≥1 ρ(zn, z
∗
n) < 1. Denote by B (respectively

B∗) the Blaschke products with zero sets {zn} (respectively {z∗n}). If Θ
has the SIP, then Θ1 = ΘB∗/B has the SIP.

In contrast, it is known [1] that we can have Θ ∈ WEP, and ΘB∗/B ̸∈
WEP.

Proof. Let a = supn≥1 ρ(zn, z
∗
n) < 1. Fix 0 < ε < 1. Since Θ has the

SIP, there exists t < 1 such that

ρ(w,Z(Θ)) ≥ t =⇒ |Θ(w)| ≥ 1− ε3.

Then for some t1 = t1(t, a) < 1 we have

ρ(w,Z(Θ1)) ≥ t1 =⇒ ρ(w,Z(Θ)) ≥ t =⇒ |Θ(w)| ≥ 1− ε3.

Furthermore, for some t2 = t2(t, a, ε) < 1, if ρ(w, {z∗n}) ≥ t2 and

|B(w)| ≥ 1 − ε3, then |B∗(w)| ≥ 1 − ε2. Therefore, if ρ(w,Z(Θ1)) ≥
max(t1, t2), then

|Θ1(w)| ≥ 1− ε,

and, hence, Θ1 has the SIP. □

6.5. Blaschke products with zeros in a Stolz angle. In order to

exhibit examples of inner functions in M which do not have the SIP,

let us consider the very restrictive case of Blaschke products Θ with

zeros {aj} within a Stolz angle. Then we always have Θ ∈ M [14,

Corollary 4]. In this particular case, it is known [4, Theorem 1] that

the following properties are equivalent:

• Θ is Carleson–Newman;

• {aj} is a finite union of separated sequences;

• {aj} is a finite union of exponential sequences.

Furthermore, Θ has the WEP if and only if Θ is Carleson–Newman [6,

(P7), p. 869].
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Proposition 6.11. Let Θ be a Blaschke product whose zeros {aj} lie

in a Stolz angle. Then the following conditions are equivalent

(1) Θ is Carleson–Newman;

(2) Θ satisfies the SIP;

(3) sup{ηΘ(t) : 0 < t < 1} > 0;

(4) Θ ∈ P.

The Proposition shows that any Blaschke product whose zero set

is included in a Stolz angle and is not a finite union of separated se-

quences belongs to M but does not satisfy the SIP. For instance we

may consider the Blaschke product with zeros at the points 1 − 2−j

with multiplicity j, j ≥ 1.

Proof. (1) =⇒ (2) is a direct consequence of [4, Theorem 1] and Propo-

sition 6.1.

(2) =⇒ (3) is straightforward since the SIP is equivalent to the rela-

tion limt→1 ηΘ(t) = 1.

(3) =⇒ (1): Let 0 < δ0 < 1 be such that ε0 = ηΘ(1− δ0) > 0 and let

σ0 > 1, ζ ∈ ∂D, be such that

Z(Θ) ⊂ {z ∈ D : |z − ζ| ≤ σ0(1− |z|)}.

Choose σ = σ(σ0, δ0) large enough so that

|a− ζ| ≤ σ0(1− |a|), |z − ζ| ≥ σ(1− |z|) =⇒ ρ(z, a) ≥ 1− δ0.

For any ak ∈ Z(Θ), let zk be such that |zk| = |ak| and |zk − ζ| =

σ(1− |ak|). Then we have 1− ρ(zk, aj) ≥ c(1− ρ(ak, aj)) for any k, j,

where c > 0 is a constant only depending on σ and σ0. Then∑
j

(1− ρ(ak, aj)) ≤ c−1
∑
j

(1− ρ(zk, aj))

≤− c−1 log |Θ(zk)| ≤ −c−1 log(1− ε0).

Hence Θ is Carleson–Newman.

(4) =⇒ (1) is obvious.

(1) =⇒ (4): As mentioned before, any Blaschke product whose zeros

are contained in a Stolz angle is in the class M ([14, Corollary 4]). By

definition, P consists of the Carleson–Newman Blaschke products in

the class M. □
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6.6. Analogues for WEP. The methods and results of the previous

sections allow us to shed some light on the previously considered notion

of WEP functions [6]. Let us say that a set is R-narrow if it contains

no hyperbolic disc DH(z,R). Then an inner function Θ is WEP if and

only if for any R, there exists ε(R) such that the set {0 < |Θ| < ε(R)} is
R-narrow, while it is a Carleson–Newman Blaschke product if and only

if for any R, there exists ε(R) such that the larger set {|Θ| < ε(R)} is

R-narrow. This last condition is equivalent to being hereditarily WEP,

that is to say, that any factor of Θ be WEP. This was already proved

by P.Gorkin and R.Mortini in [5, Corollary 4.6] using properties of the

maximal ideal space of H∞. In this subsection we present a proof using

our previous methods.

Lemma 6.12. Let Θ be a Blaschke product with zeros {aj}. The fol-

lowing conditions are equivalent:

(1) Θ is a Carleson–Newman Blaschke product.

(2) There exist r ∈ (0, 1) and ε ∈ (0, 1) such that

Dρ(ak, r) ̸⊂ {w : |Θ(w)| < ε}, k ≥ 1.

(3) For every r ∈ (0, 1) we have

inf
z∈D

1

2π

∫ π

−π

log |Θ(φz(re
iθ))|dθ > −∞.

Here once again φz(w) =
z−w
1−wz

, w ∈ D.
(4) For every r ∈ (0, 1) there exists ε ∈ (0, 1) such that

Dρ(z, r) ̸⊂ {w : |Θ(w)| < ε}, z ∈ D.

For a similar result see [14, Theorem 2.2]. The equivalence between

(1) and (2) is due to P.Gorkin and R.Mortini [5, Theorem 3.6].

Proof. (2) =⇒ (1) : For every k ≥ 1, there exists w ∈ Dρ(ak, r) such

that |Θ(w)| ≥ ε. Then∑
j

(1− ρ(ak, aj)) ≤ 2
∑
j

e−2dH(ak,aj) ≤ 2e2dH(ak,w)
∑
j

e−2dH(w,aj)

≤ 4

1− ρ(ak, w)

∑
j

(1− ρ(w, aj)) ≤
4

1− r

∑
j

(1− ρ(w, aj))

≤ 4

1− r

∑
j

(− log ρ(w, aj)) ≤
−4 log |Θ(w)|

1− r
≤ 4 log(1/ε)

1− r
.
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(1) =⇒ (3) : Denote C = supz∈D
∑

j(1− ρ(z, aj)) and let r ∈ (0, 1)

and z ∈ D.
We may assume without loss of generality that Θ(z) ̸= 0, up to replac-

ing Θ by Θ
(φz)m

if z is a zero of Θ with multiplicity m. Jensen’s formula

gives that

1

2π

∫ π

−π

− log |Θ(φz(re
iθ))|dθ = − log |Θ(z)| −

∑
aj∈Dρ(z,r)

log
r

ρ(z, aj)

=
∑
j

− log ρ(z, aj)−
∑

aj∈Dρ(z,r)

log
r

ρ(z, aj)

=
∑

aj ̸∈Dρ(z,r)

− log ρ(z, aj)−
∑

aj∈Dρ(z,r)

log r

≤ 1

r

∑
aj ̸∈Dρ(z,r)

(1− ρ(z, aj))−
log r

1− r

∑
aj∈Dρ(z,r)

(1− ρ(z, aj))

≤ 1

r

∑
j

(1− ρ(z, aj)) ≤
C

r
.

(3) =⇒ (4) : By (3) we find c = c(r) such that

Dρ(z, r) ̸⊂ {w : |Θ(w)| < e−c}, z ∈ D.

(4) =⇒ (2) is trivially true. □

Proposition 6.13. An inner function Θ has the WEP if and only if

for every r ∈ (0, 1) there exists ε ∈ (0, 1) such that

(13) Dρ(z, r) ̸⊂ {w : 0 < |Θ(w)| < ε}, z ∈ D.

Proof. If Θ has the WEP, then for every r ∈ (0, 1) and for every z ∈ D,
either Z(Θ)∩Dρ(z, r) ̸= ∅ or |Θ(z)| ≥ ηΘ(r) > 0, so ε = ηΘ(r) satisfies

(13).

Conversely, if Θ does not have the WEP, then there exists r > 0

such that for all ε > 0, there exists z ∈ D with ρ(z,Z(Θ)) ≥ r and

|Θ(z)| < ε3. On Dρ(z, r), − log |Θ| is a positive harmonic function, so

applying Harnack’s inequality, we obtain that for any w ∈ Dρ(z,
r
2
),

− log |Θ(w)| ≥ −r − ρ(z, w)

r + ρ(z, w)
log |Θ(z)| ≥ −1

3
log |Θ(z)| > − log ε.

So Dρ(z,
r
2
) ⊂ {w : 0 < |B(w)| < ε} which contradicts (13). □

Finally we can characterize Carleson–Newman Blaschke products by

the hereditary WEP property, as proved in [5, Corollary 4.6].
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Proposition 6.14. Let Θ be an inner function. Then Θ is a Carleson–

Newman Blaschke product if and only if the factorization Θ = Θ1Θ2,

with inner functions Θ1,Θ2, implies that Θ1 and Θ2 have the WEP.

Proof. The direct implication is clear, since any factor of a Carleson–

Newman Blaschke product is again Carleson–Newman, thus has the

WEP, see [6].

Conversely, if all factors of Θ have the WEP, then Θ cannot have

a singular factor. Let now Θ be a Blaschke product with zeros (λk)k,

which by the hypothesis has the WEP. Suppose that it is not Carleson–

Newman. Then supk

∑
j e

−2dH(λk,λj) = ∞, but each individual sum con-

verges. So we can choose a sequence (λkm)m such that dH(λkm , λkm′ ) >

1, m ̸= m′, and, letting Sm :=
∑

j e
−2dH(λkm ,λj), we have limm→∞ Sm =

∞.

For every z ∈ DH(λkm ,
1
2
), by the triangle inequality, we obtain

log
1

|Θ(z)|
≥
∑
j

e−2dH(z,λj) ≥ 1

e
Sm,

so for every z ∈ DH(λkm ,
1
2
), we have

dH(z,Z(Θ)) ≤ tanh−1(κΘ (exp(−Sm/e))) .

In particular, the number Nm of zeros of Θ in DH(λkm ,
1
2
)\DH(λkm ,

1
4
)

tends to infinity.

Define now Θ1 to be the Blaschke product with zeroes at {λj :

dH(λj, λkm) ≥ 1
4
, m ≥ 1}. We have ρ(λkm ,Z(Θ1)) ≥ tanh 1

4
for m ≥ 1,

but |Θ1(λkm)| ≤ exp(−Nm tanh 1
2
) → 0, which shows that Θ1 does not

have the WEP. □

6.7. ηΘ could be discontinuous. Here we give a simple example of

a finite Blaschke product B with discontinuous ηB.

Example 6.15. Let r ∈ (0, 1) be sufficiently small, let λk = reiπ(2k+1)/4,

0 ≤ k ≤ 3, and let

B =
∏

0≤k≤3

bλk
.

Then ηB is not continuous.

Proof. We have

B(z) =
z4 + r4

1 + r4z4
, B(0) = r4, |B(z)| ≥ |z|4 − r4

1− r4|z|4
.
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Let Ω = {z ∈ D : ρ(z,Z(B)) > r}. Then Ω ∩ (0, 1) = (s, 1), with∣∣∣ s− reiπ/4

1− sre−iπ/4

∣∣∣ = r,

that is

s =

√
2r

1 + r2
.

Therefore,

Ω ⊂
{
z ∈ D : |z| >

√
2r

1 + r2

}
,

and

inf
z∈Ω

|B(z)| ≥
4r4

(1+r2)4
− r4

1− r4 4r4

(1+r2)4

= r4
4− (1 + r2)4

(1 + r2)4 − 4r8
.

Thus, for sufficiently small r > 0 we have

lim
s→r+0

ηB(s) ≥ 2r4.

Since

{z ∈ D : ρ(z,Z(B)) ≥ r} = (Ω ∩ D) ∪ {0},

we obtain that ηB(r) = r4 and, thus, ηB is not continuous at the point

r. □
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