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Abstract

Since their introduction by Kolyvagin, Euler systems have been used in several
important applications in arithmetic algebraic geometry. For a p-adic Galois module
T , Kolyvagin’s machinery is designed to provide an upper bound for the size of the
Selmer group associated to the Cartier dual T ∗.

Given an Euler system, Kolyvagin produces a collection of cohomology classes
which he calls “derivative” classes. It is these derivative classes which are used to
bound the dual Selmer group.

The starting point of the present memoir is the observation that Kolyvagin’s
systems of derivative classes satisfy stronger interrelations than have previously
been recognized. We call a system of cohomology classes satisfying these stronger
interrelations a Kolyvagin system. We show that the extra interrelations give Koly-
vagin systems an interesting rigid structure which in many ways resembles (an
enriched version of) the “leading term” of an L-function.

By making use of the extra rigidity we also prove that Kolyvagin systems
exist for many interesting representations for which no Euler system is known, and
further that there are Kolyvagin systems for these representations which give rise
to exact formulas for the size of the dual Selmer group, rather than just upper
bounds.
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Introduction

Since their introduction by Kolyvagin in [Ko], Euler systems have been used
in several important applications in arithmetic algebraic geometry ([Ko], [Ka2],
[Ru3]). For a p-adic Galois module T attached to a motive over a number field K,
Kolyvagin’s machinery is designed to provide an upper bound for the size of the
pn-Selmer group associated to the Cartier dual T ∗ (for any n > 0), and it proceeds
in three steps.

The first step is to establish an Euler system as input to his machine. Kolyvagin
used the “classical” Euler systems of cyclotomic units, elliptic units, and Heegner
points. More recently Kato constructed an Euler system of classes of algebraic
K-theory attached to elliptic curves [Ka2]. This input provides one with a large
collection of cohomology classes over abelian extensions of the base field K.

The second step gives as intermediate output a new collection of cohomology
classes, which Kolyvagin calls “derivative” classes, this time over K itself with
coefficients in certain quotient Galois modules.

The third step uses this system of derivative classes to obtain an upper bound
on the size of the pn-Selmer group attached to T ∗, by constructing a large collection
of linear functionals (on direct sums of local cohomology groups of the kernel of
multiplication by pn in T ∗) with the property that the image of the Selmer group
in question is in the kernel of these linear functionals.

The starting point of the present paper is the observation that Kolyvagin’s sys-
tems of derivative classes satisfy stronger interrelations than have previously been
recognized. If one defines (as we will) a Kolyvagin system to be a system of coho-
mology classes satisfying these stronger interrelations, one obtains an interesting
rigid structure which in many ways resembles (an enriched version of) the “leading
term” of an L-function. In this introduction we will try to explain what we mean
by this, leaving precise definitions and assumptions to the main text of the article.

0.1. Selmer sheaves and Kolyvagin systems

Suppose R is a complete noetherian local ring with finite residue field of char-
acteristic p, and T is a free R-module of finite rank with a continuous action of
GQ = Gal(Q̄/Q).

Imposing local conditions on cohomology classes in H1(Q, T ) allows us to de-
fine the basic Selmer R-module H(1) ⊂ H1(Q, T ). The reason for the adjective
“basic,” and the “1” in the notation, is that this basic Selmer module is just one
of a constellation of interrelated Selmer modules which are essential to the under-
standing of Kolyvagin systems. Namely, let N be the set of squarefree positive
integers that are divisible only by primes where T is unramified. For every n ∈ N
we define a Selmer module H(n) ⊂ H1(Q, T/InT ) (where In is an explicitly defined
ideal of R) by modifying the local Selmer conditions at primes dividing n.

1



2 INTRODUCTION

Let X denote the graph whose set of vertices is N , and whose edges join vertices
of the form n and n`, where ` is prime. We package our Selmer modules into a
natural sheaf of R-modules on the graph X , which we denote by H. The stalk at
n is H(n), and if n and n` are joined by an edge then there are homomorphisms
comparing H(n) and H(n`). A Kolyvagin system for T is then defined to be a
global section of H, or in other words a collection of cohomology classes κn ∈
H(n) ⊂ H1(Q, T/InT ) that are coherent with respect to the maps comparing H(n)
and H(n`). We show that under suitable hypotheses an Euler system give rises (via
Kolyvagin’s construction) to a Kolyvagin system.

Denote by KS(T ) the R-module of Kolyvagin systems for T . If R is a principal
ideal domain then KS(T ) is controlled by a single cohomological invariant χ(T )
(see Definitions 4.1.8 and 4.1.11) which we call the core rank of T . The core rank is
characterized by the fact that for every n (resp., for infinitely many n) the Selmer
module H(n) contains (resp., is) a free R/In-module of rank χ(T ). If R is a discrete
valuation ring or a finite field, then under suitable hypotheses (see §3.5) we show
(Theorems 5.2.10 and 5.1.1)1 that if χ(T ) is zero or one then KS(T ) is a free
R-module of rank χ(T ). The case of core rank one occurs frequently in classical
examples, and in that case we conclude that Kolyvagin systems exist and that there
is a “primitive” one unique up to multiplication by a unit in R. This proves the
existence of Kolyvagin systems for many interesting Galois representations T .

The rigid structure of Kolyvagin systems has surprised us. Here is an example
of this. If R is a principal ideal domain, M an R-module, and r a nonnegative
integer, define the r-stub of M to be the (unique) maximal R-submodule of M of
the form mlength(M/N)M , where m is the maximal ideal of R and N ⊂ M ranges
over submodules of M that can be generated by r elements. The r-stub of M is a
canonical submodule which can be generated by r elements. For example, if R is a
field then the r-stub of M is M itself if dimR(M) ≤ r, and zero otherwise.

Returning to our Selmer sheaf when R is a discrete valuation ring or a field,
write H′(n) for the χ(T )-stub of H(n). There is a natural sub-sheaf of R-modules
H′ ⊂ H whose stalks are precisely the H′(n). Under fairly general hypotheses, we
show (Theorems 4.4.1 and 4.4.3) that Kolyvagin systems (i.e., global sections of H)
are in fact sections of the sub-sheaf H′. In other words, if κ is a Kolyvagin system
then κn lies in the χ(T )-stubH′(n) for every n. A Kolyvagin-type bound on the size
of the Selmer module attached to T ∗ follows directly from this (Corollary 4.4.5).

If R is a field then every stub Selmer module H′(n) is either an R-vector space
of dimension χ(T ) or zero. In the special case mentioned above where R is a discrete
valuation ring or a field and χ(T ) = 1, the stub Selmer modules H(n) are all cyclic,
and for a primitive Kolyvagin system κn generates H′(n) for every n.

0.2. Resemblance to the leading term of an L-function

With notation as above, consider the following definitions.
• The R-module of L-values L ⊂ H(1) is the image of the map KS(T ) →
H(1) that sends a Kolyvagin system κ to its value κ1 in the stalk over
the vertex 1.
• The order of vanishing of κ is min{ν(n) : κn 6= 0} where ν(n) is the

number of prime divisors of n,

1 An essential step (Theorem 4.3.3) in the proof of this was supplied by Benjamin Howard.

The authors thank him for including his proof of this result in Appendix B.



0.3. APPLICATIONS 3

• If R is principal we will define a sequence of elementary divisors of κ (see
Definitions 4.5.7 and 5.2.11).
• In §3.3 we give an explicit functorial construction of an R-module we call

the Kolyvagin-constructed dual Selmer module attached to a Kolyvagin
system.
• If I is an ideal of R then a Kolyvagin system for T gives a Kolyvagin sys-

tem for the R/I-module T/IT . We will define the blind spot of KS(T ).
As a first approximation (see in Definition 3.1.5 for the precise defini-
tion), the blind spot is the set of ideals I ⊂ R such that the natural
homomorphism KS(T )→ KS(T/IT ) is identically zero.

We now attempt to justify the terminology of these definitions. Write T ∗ =
Hom(T,µp∞) for the Cartier dual of T . The choice of local Selmer conditions
which we used to define the Selmer module H(1) provides also (by local duality)
local Selmer conditions which we can use to define a Selmer module Sel(T ∗) ⊂
H1(Q, T ∗). (Hidden in the discussion above, but essential for the understanding of
the Selmer sheaf H, is the dual Selmer sheaf with stalks H∗(n) ⊂ H1(Q, T ∗[In]),
where H∗(1) = Sel(T ∗).)

If R is a discrete valuation ring and χ(T ) = 1, then we show (see Theorem
5.2.14) that under suitable hypotheses the Fitting ideal of the quotient H(1)/L of
the Selmer module by the submodule of L-values is equal to the Fitting ideal of the
Pontrjagin dual Hom(Sel(T ∗),Qp/Zp). If R is a discrete valuation ring or a field,
χ(T ) = 1, and κ is a nonzero Kolyvagin system, then the R-corank of Sel(T ∗) is the
order of vanishing of κ, and the elementary divisors of the quotient of Sel(T ∗) by
its maximal divisible submodule are the elementary divisors of κ (Theorem 5.2.12).

We will construct a map from the classical Selmer module Sel(T ∗) to the Pontr-
jagin dual of our Kolyvagin-constructed dual Selmer module which, in good cases,
we show to be an isomorphism (Theorem 4.5.12). I.e., in good cases we give a
functorial construction of Sel(T ∗) from the data given by a Kolyvagin system.

When the blind spot is nonempty we expect that our Kolyvagin-constructed
dual Selmer module may be larger than the dual of Sel(T ∗). It would be interesting
to understand whether there is a connection between our Kolyvagin-constructed
module and the extended Selmer modules defined by Nekovár̆ in [Ne].

If R is an Iwasawa algebra, then the blind spot is related to the “exceptional
zeros” of p-adic L-functions, and (as usual with suitable hypotheses) we show (The-
orem 5.3.10) that away from the blind spot, the Fitting ideal of H(1)/L is equal to
the Fitting ideal of the Pontrjagin dual Hom(Sel(T ∗),Qp/Zp).

0.3. Applications

As discussed above, in “good” situations we get an equality of Fitting ideals

Fitt(H(1)/L) = Fitt(Sel(T ∗)).

If we have one Kolyvagin system, then we have one element of L, and we get an
upper bound for Fitt(Sel(T ∗)) exactly as in the traditional application of an Euler
system. But if we know all of L, then we can determine Fitt(Sel(T ∗)) exactly.
In particular if the one Kolyvagin system we know is primitive, then it generates
KS(T ) and hence gives all of L.



4 INTRODUCTION

For example, fix an elliptic curve E defined over Q and let T be the p-adic Tate
module Tp(E) of E. Take R = Zp, and assume further that the p-adic representa-
tion GQ → AutZp(Tp(E)) is surjective. Then all of the hypotheses mentioned above
hold, and the core rank χ(Tp(E)) is 1. Let κKato ∈ KS(Tp(E)) be the Kolyvagin
system constructed from Kato’s Euler system [Ka2]. If we have further that

κKato is primitive (*)

(i.e., if there is at least one n such that κKato
n is nonzero in H1(Q, E[p])), then the

reasoning above shows that Kato’s upper bound for the order of the Selmer group
of E is sharp (Theorem 6.2.4).

In fact, the upper bound of Theorem 6.2.4 should not always be sharp, because
it does not include the Tamagawa factors in the Birch and Swinnerton-Dyer con-
jecture. In Proposition 6.2.6 we show directly that if at least one of the Tamagawa
factors is divisible by p, then κKato is not primitive.

Continuing with the elliptic curve example, take R now to be the Iwasawa
algebra Λ = Zp[[Gal(Q∞/Q)]], where Q∞ is the cyclotomic Zp-extension of Q,
and T = Tp(E) ⊗ Λ. Kato’s Euler system provides a Kolyvagin system κKato,∞ ∈
KS(Tp(E)⊗Λ) and reasoning as above we deduce (Theorem 6.2.7) that if (*) holds
(in fact a slightly weaker hypothesis suffices) then the Iwasawa main conjecture
(relating the p-adic L-function of E with the p-power Selmer group of E over Q∞)
holds.

0.4. Layout of the paper

In Chapters 1 and 2 we introduce the local and global cohomology groups we
will use, and recall basic facts about them. In particular in §2.1 we introduce the
concept of a Selmer structure on a Galois module and its corresponding Selmer
module.

In Chapter 3 we introduce the Selmer sheaf and Kolyvagin systems. In §3.2 we
describe the connection between Euler systems and Kolyvagin systems, although
the proof that the derivative classes of an Euler system form a Kolyvagin system
is postponed until Appendix A. In §3.3 we define our Kolyvagin-constructed dual
Selmer module. Section 3.4 studies general properties of sheaves on graphs, and
§3.5 discusses several simplifying assumptions which we will make in most of the
remainder of the paper.

In Chapter 4 we study Kolyvagin systems in their simplest setting, where the
ring R of coefficients is a principal artinian local ring (for example, Z/pkZ). We
introduce our fundamental cohomological invariant, the “core rank” of T , in §4.1,
and in the following sections we show that the rank of the R-module of Kolyvagin
systems is zero, one, or infinity according as the core rank is zero, one, or greater
than one, respectively. Along the way we prove in §4.4 that a Kolyvagin system, a
priori a global section of the Selmer sheaf, is actually a global section of the stub-
subsheaf. This extra information allows us in §4.5 to recover the structure of the
Selmer group of T ∗ from a Kolyvagin system for T .

In Chapter 5 we prove analogous results first in the case where the ring of
coefficients R is a discrete valuation ring (by reducing to quotients of R which are
principal artinian local rings), and then in the case where R is an Iwasawa algebra
(by reducing to quotients of R which are subrings of discrete valuation rings).
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Finally, in Chapter 6 we illustrate our results with the basic examples: cyclo-
tomic units and ideal class groups in §6.1, and then Kato’s Kolyvagin system and
Selmer groups of elliptic curves in §6.2. The reader may find it useful to follow
these examples while reading the paper, rather than waiting until the end.

0.5. Notation

Fix a rational prime p. Throughout this paper, R will denote a complete,
noetherian, local ring with finite residue field of characteristic p. Let m denote the
maximal ideal of R and k = R/m the residue field. The basic cases to keep in mind
are R = Fp, R = Zp, and R = Λ, a suitable Iwasawa algebra.

If A is an R-module and x ∈ A, then AnnR(x) ⊂ R will denote the annihilator
of x. If I is an ideal of R, we will write A[I] for the submodule of A killed by I. If
A is a GQ-module, we write Q(A) for the fixed field in Q̄ of the kernel of the map
GQ → Aut(A).

If a group H acts on a set X, then the subset of elements of X fixed by H is
denoted XH .

We write ν(n) for the number of distinct prime factors of a nonzero integer n.

0.6. Acknowledgments
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CHAPTER 1

Local Cohomology Groups

For §§1.1-1.3, K will be a local field (archimedean or nonarchimedean), K̄ a
fixed separable algebraic closure of K, and GK = Gal(K̄/K).

If K is nonarchimedean let O be the ring of integers in K, F its residue field,
and Kunr ⊂ K̄ the maximal unramified subfield of K̄. Let I denote the inertia
group Gal(K̄/Kunr), and GF = Gal(Kunr/K). These groups fit into the exact
sequence

{1} −→ I −→ GK −→ GF −→ {1}. (1)

Note that if F̄ is an algebraic closure of F, then GF
∼= Gal(F̄/F) ∼= Ẑ (the latter

isomorphism sending the Frobenius automorphism in Gal(F̄/F), x 7→ x|F|, to 1 ∈
Ẑ).

Let T be an R-module endowed with a continuous GK-action. By H∗(K,T ) =
H∗(GK , T ) we mean cohomology computed with respect to continuous cochains.
If K is nonarchimedean, the vanishing of H2(GF, T

I) yields the canonical exact
sequence

0 −→ H1(GF, T
I) −→ H1(K,T ) −→ H1(I, T )GF −→ 0. (2)

1.1. Local conditions

Definition 1.1.1. A local condition on T (over K) is a choice of an R-sub-
module of H1(K,T ). If we refer to the local condition by a symbol, say F , we will
denote the corresponding R-submodule

H1
F (K,T ) ⊂ H1(K,T ).

If T is a category whose objects are certain R-modules endowed with continuous
R-linear GK-action (and possibly equipped with further structure) and whose mor-
phisms are certain R-module homomorphisms, a local condition functorial over T
will mean a subfunctor (of one-dimensional GK-cohomology)

T 7→ H1
F (K,T ) ⊂ H1(K,T )

where T ranges through the objects of the category T .

Example 1.1.2. Suppose T is an R[[GK ]]-module as above, and F is a local
condition on T . If T ′ is a submodule of T and T ′′ is a quotient module, then F
induces local conditions (also denoted by F) on T ′ and T ′′, by taking H1

F (K,T ′)
and H1

F (K,T ′′) to be the inverse image and image, respectively, of H1
F (K,T ) in

H1(K,T ′) and H1
F (K,T ′′) under the maps induced by

T ′ ↪→ T, T � T ′′.

In other words the local condition F “propagates” to submodules and quotients of
T .

7



8 1. LOCAL COHOMOLOGY GROUPS

In particular if I is an ideal of R, then a local condition on T induces local
conditions on T/IT and T [I].

One can similarly propagate the local condition F to arbitrary subquotients of
T . Namely, if T1 ⊂ T2 ⊂ T , then one can define a local condition on T2/T1 either
by viewing it as a quotient of the submodule T2 of T , or as a submodule of the
quotient T/T1 of T . It is an exercise to show that these two choices define the same
local condition on the subquotient T2/T1.

Similarly, if R → R′ is a homomorphism of complete noetherian local rings,
then F induces a local condition on the R′-module T⊗RR′ by taking H1

F (K,T⊗R′)
to be the image in H1(K,T ⊗R′) of H1

F (K,T )⊗R′.

Example 1.1.3. Let QuotR(T ) be the category whose objects are quotients
T/IT for all ideals I of R, and where the morphisms from T/IT to T/JT consist
of all scalar multiplications r such that rI ⊂ J . It is immediate that the local
condition F , propagated to the category QuotR(T ), is functorial over QuotR(T ).

Similarly one can define categories of submodules and subquotients of T , and
again the propagated local conditions are functorial.

Definition 1.1.4. A local condition F is cartesian on a category T of R[[GK ]]-
modules (or on a category of such modules equipped with some extra structure) if
F is functorial over T and for any injective R[[GK ]]-module homomorphism (in the
category T ) α : T1 → T2 the square

H1
F (K,T1) ↪→ H1(K,T1)

α

y yα
H1
F (K,T2) ↪→ H1(K,T2)

is cartesian.
Equivalently, F is cartesian on T if whenever α : T1 → T2 is injective, the local

condition F on T1 is the same as the local condition obtained by propagating F
from T2 to T1.

Lemma 1.1.5. Suppose R is principal and artinian of length k, and suppose
that the local condition F is cartesian on the category QuotR(T ) of Example 1.1.3.
Then there is an integer r such that for 0 < i ≤ k,

length(H0(K,T/miT ))− length(H1
F (K,T/miT )) = ri

(where we use the same symbol F to denote the local condition propagated to all
quotients of T ).

Proof. Let λ(i) = length(H0(K,T/miT ))− length(H1
F (K,T/miT )).

Suppose i, j ∈ Z+ and i + j ≤ k. Using the cartesian condition (for exactness
in the center) and the definition of the propagation of F to T/mjT (for exactness
on the right), the long exact cohomology sequence arising from

0 −→ T/miT −→ T/mi+jT −→ T/mjT −→ 0

restricts to an exact sequence

0 −→ H0(K,T/miT ) −→ H0(K,T/mi+jT ) −→ H0(K,T/mjT )

−→ H1
F (K,T/miT ) −→ H1

F (K,T/mi+jT ) −→ H1
F (K,T/mjT ) −→ 0.

Thus λ(i) + λ(j) = λ(i+ j), and the lemma follows. �
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Definition 1.1.6. Most (but not all) of the local conditions we deal with in
this paper will be of the following form. Suppose L is a (possibly infinite) extension
of K in K̄, and define

H1
L(K,T ) = H1(L/K, TGL) = ker[H1(K,T )→ H1(L, T )] ⊂ H1(K,T ).

It is clear that for every L this defines a local condition functorial over any category
of R[[GK ]]-modules.

We have the following important special cases.
(i) the unrestricted or relaxed condition (L = K̄)

H1
relaxed(K,T ) = H1

K̄(K,T ) = H1(K,T ),

(ii) the strict condition (L = K)

H1
strict(K,T ) = H1

K(K,T ) = 0 ⊂ H1(K,T ),

(iii) the unramified condition (L = Kunr)

H1
unr(K,T ) = H1

Kunr(K,T ) = H1(GF, T
I) ⊂ H1(K,T ).

IfK is nonarchimedean and T is unramified (i.e., I acts trivially on T ), we
will also call this the finite condition and write H1

f (K,T ) = H1
unr(K,T ) =

H1(GF, T ).
(iv) the L-transverse condition (K nonarchimedean, and L/K totally ramified

and abelian of degree |F×|)

H1
L−tr(K,T ) = H1

L(K,T ) ⊂ H1(K,T ).

When K = Q` and L = Q`(µ`), we will call this simply the transverse
condition and write H1

tr(Q`, T ) = H1
Q`(µ`)

(Q`, T ).

Suppose now that K is nonarchimedean and T is unramified. We will call
the R-submodule H1

f (K,T ) the finite part of H1(K,T ), and we call the quotient
H1

s (K,T ) = H1(K,T )/H1
f (K,T ) ∼= H1(I, T )GF the singular quotient of H1(K,T ).

The exact sequence (2) thus can be written in this case as

0 −→ H1
f (K,T ) −→ H1(K,T ) −→ H1

s (K,T ) −→ 0. (3)

If c ∈ H1(K,T ) its image under projection to H1
s (K,T ) will be denoted cs ∈

H1
s (K,T ).

Remark 1.1.7. The unrestricted, strict, and unramified local conditions can
be expressed as étale one-dimensional cohomology over Spec O of natural sheaf-
theoretic extensions to Spec O of the GK-module T viewed as an étale sheaf over
Spec K. This does not seem to be the case with the transverse conditions.

Remark 1.1.8. In general the local condition defined by an extension L of
K will not be cartesian, nor will the propagation of the L-condition on a module
T to its subquotients (see Example 1.1.2) coincide with the L-condition on the
subquotients. However, for the finite condition we have the following lemma.

Lemma 1.1.9. (i) Suppose T is an unramified R[[GK ]]-module and T ′ is
a subquotient of T . Then the local condition induced on T ′ by the finite
condition on T is the same as the finite condition on T ′,

(ii) The finite condition is cartesian on any category of unramified R[[GK ]]-
modules.
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Proof. Suppose T1 → T2 is a map of unramified R[[GK ]]-modules. Since they
are unramified, the definition of H1

f gives a diagram

0 −−−−→ H1
f (K,T1) −−−−→ H1(K,T1)

d1−−−−→ Hom(I, T1)

a

y b

y c

y
0 −−−−→ H1

f (K,T2) −−−−→ H1(K,T2)
d2−−−−→ Hom(I, T2).

If T1 � T2 is surjective, then coker(a) = H2(Kunr/K, ker[T1 → T2]) = 0, and
so H1

f (K,T2) is the image of H1
f (K,T1) in H1(K,T2), as desired.

If T1 ↪→ T2 is injective, then c is injective, so b−1(ker(d2)) = ker(d1), i.e., the
inverse image of H1

f (K,T2) in H1(K,T1) is H1
f (K,T1).

This proves (i), and (ii) is just (i) applied to the case of submodules. �

1.2. The finite/singular homomorphism

Suppose for this section that the local field K is nonarchimedean, and has
residue characteristic ` 6= p. Suppose also that the R-module T is of finite type,
the action of GK on T is unramified, and

|F×| · T = 0.

Lemma 1.2.1. There are canonical functorial isomorphisms
(i) H1

f (K,T ) ∼= T/(Fr− 1)T ,
(ii) H1

s (K,T ) ∼= Hom(I, TFr=1) and H1
s (K,T )⊗ F× ∼= TFr=1.

Proof. This is well known; see for example [Ru6] Lemma 1.3.2. The isomor-
phism of (i) is induced by evaluating cocycle classes in H1(GF, T ) on Frobenius.
For (ii), the exact sequence (2) gives an isomorphism

H1
s (K,T ) ∼= Hom(I, T )Fr=1.

Since |F×| · T = 0 and I/|F×|I is canonically isomorphic to F×, we also have

Hom(I, T )Fr=1 = Hom(I/|F×|I, T )Fr=1 = Hom(F×, T )Fr=1 = Hom(F×, TFr=1)

and (ii) follows. �

Definition 1.2.2. Suppose that T is free of finite rank as an R-module, and
that det(1− Fr | T ) = 0. Define P (x) ∈ R[x] by

P (x) = det(1− Fr x | T ).

Since P (1) = 0, there is a unique polynomial Q(x) ∈ R[x] such that

(x− 1)Q(x) = P (x) in R[x].

By the Cayley-Hamilton theorem, P (Fr−1) annihilates T , so Q(Fr−1)T ⊂ TFr=1.
We define the finite-singular comparison map φfs

` on T to be the composition, using
the isomorphisms of Lemma 1.2.1,

H1
f (K,T ) ∼−→ T/(Fr− 1)T

Q(Fr−1)−−−−−→ TFr=1 ∼−→ H1
s (K,T )⊗ F×.

Lemma 1.2.3. Suppose that R is artinian, |F×| ·R = 0, and T is free of finite
rank over R. Suppose further that T/(Fr − 1)T is a free R-module of rank one.
Then det(1− Fr | T ) = 0 and the maps

Q(Fr−1) : T/(Fr− 1)T −→ TFr=1, φfs : H1
f (K,T ) −→ H1

s (K,T )⊗ F×
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of Definition 1.2.2 are isomorphisms. In particular both H1
f (K,T ) and H1

s (K,T )
are free of rank one over R.

Proof. Choose an R-basis {x1, . . . , xd} of T such that {x2, . . . , xd} is a basis
of (Fr− 1)T . With this basis it is clear that det(1− Fr | T ) = 0.

That φfs is an isomorphism will follow immediately once we show that Q(Fr−1)
is an isomorphism, and then the fact that H1

f (K,T ) and H1
s (K,T ) are free of rank

one will follow from Lemma 1.2.1(i) and (ii).
It remains to show that Q(Fr−1) is an isomorphism. When R is a field this is

Corollary A.2.6 of [Ru6]. Applying that case to the R/m-module T/mT and using
Nakayama’s Lemma we see that Q(Fr−1) is surjective. The exact sequence

0 −→ TFr=1 −→ T
Fr−1−−−→ T −→ T/(Fr− 1)T −→ 0

shows that T/(Fr− 1)T and TFr=1 have the same length, so Q(Fr−1) is an isomor-
phism. �

Now fix an abelian extension L/K which is totally and tamely ramified, and
moreover is a maximal such (abelian, totally, tamely ramified) extension of K.
There is a natural isomorphism Gal(L/K) ∼= F×. (When K = Q` we will take
L = K(µ`).)

Since L is fixed we will suppress it from the notation and write simply H1
tr for

the local condition H1
L−tr of Definition 1.1.6(iv).

Lemma 1.2.4. The transverse subgroup H1
tr(K,T ) ⊂ H1(K,T ) projects isomor-

phically to H1
s (K,T ) in (3). In other words, (3) has a functorial splitting (depending

on L)
H1(K,T ) = H1

f (K,T )⊕H1
tr(K,T ).

Proof. Since L/K is totally ramified and T is unramified, TGL = TGK =
TFr=1. Hence we have a commutative diagram

H1
tr(K,T ) � � //

∼
��

H1(K,T ) // // H1
s (K,T ) ∼ // Hom(I, TFr=1)

H1(L/K, TGL) ∼ // Hom(Gal(L/K), TFr=1) ∼ // Hom(I/|F×|I, TFr=1)

∼

OO

in which the all maps marked as such are isomorphisms (the upper right map by
Lemma 1.2.1(ii)). This proves the lemma. �

1.3. Local duality

Definition 1.3.1. Define the dual of T to be the R[[GK ]]-module

T ∗ = Hom(T,µp∞).

We have the (perfect) local Tate cup product pairing

〈 , 〉 : H1(K,T )×H1(K,T ∗) −→ H2(K,µp∞) ∼−→ Qp/Zp.

A local condition F for T determines a local condition F∗ for T ∗, by taking
H1
F∗(K,T

∗) to be the orthogonal complement of H1
F (K,T ) under the Tate pairing

〈 , 〉.
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Clearly the dual of the unrestricted local condition in the strict condition, and
the dual of the strict condition is the unrestricted condition. The next proposition
says that (on suitable modules T ) the finite and transverse conditions are self-dual.

Proposition 1.3.2. Suppose K is nonarchimedean of residue characteristic
different from p, and T is unramified.

(i) H1
f (K,T ) and H1

f (K,T ∗) are orthogonal complements under 〈 , 〉.
(ii) If |F×| · T = 0 and L/K is a totally ramified abelian extension of degree
|F×|, then H1

tr(K,T ) and H1
tr(K,T

∗) are orthogonal complements under
〈 , 〉.

Proof. The first assertion is (for example) Theorem I.2.6 of [Mi]. Asser-
tion (ii) will follow from (i) and Lemma 1.2.4 once we show that H1

tr(K,T ) and
H1

tr(K,T
∗) are orthogonal.

Suppose first that R = Zp and T = Z/pkZ (with trivial GK-action) with pk

dividing |F×|. Then µpk ⊂ K× and we can identify

H1
tr(K,T ) = Hom(Gal(L/K),Z/pkZ) ∼= Hom(K×/NL/KL

×,Z/pkZ),

H1
tr(K,T

∗) = Hom(Gal(L/K),µpk) ∼= ker[K×/(K×)p
k

→ L×/(L×)p
k

]

by class field theory and Kummer theory, respectively, and the cup product pairing
is induced by the natural pairing

Hom(K×,Z/pkZ)×K× −→ Z/pkZ.

Suppose α ∈ ker[K× → L×/(L×)p
k

], say α = βp
k

with β ∈ L×. Then a simple
computation shows that NL/Kβ = α|F

×|/pk

. Since K×/NL/KL
× is cyclic of order

|F×|, α is divisible by pk in K×/NL/KL
× and so α is sent to zero by every element

of Hom(K×/NL/KL
×,Z/pkZ). This proves (ii) in this case.

In general, since T is unramified and L/K is totally ramified we have TGL =
TGK , (T ∗)GL = (T ∗)GK , and hence

H1
tr(K,T ) = H1(L/K, TGL) = H1(L/K, TGK ) = H1

tr(K,T
GK ),

H1
tr(K,T

∗) = H1(L/K, (T ∗)GL) = H1(L/K, (T ∗)GK ) = H1
tr(K, (T

GK )∗).

Writing TGK ∼= ⊕Z/pkiZ, the general case of (ii) follows from the case T = Z/pkZ
above. �

Example 1.3.3. Suppose F is a local condition on T and I is an ideal of R.
There are two ways to induce a local condition on T ∗[I]: we can induce F to the
quotient T/IT and then to the dual (T/IT )∗ = T ∗[I], or we can induce F to the
dual T ∗ and then to the submodule T ∗[I]. It is an easy exercise to show that these
give the same local condition on T ∗[I].



CHAPTER 2

Global Cohomology Groups and Selmer Structures

For the rest of this paper, T will be a finitely generated R-module with a
continuous action of GQ, which is unramified outside a finite set of rational primes.

Global notation. Let Q̄ ⊂ C be the algebraic closure of Q in C, and for
each rational prime ` fix an algebraic closure Q` of Q` containing Q̄. If ` = ∞,
then Q` = R and we take Q` = C. Let D` = Gal(Q`/Q`), which we identify
with a closed subgroup of GQ = Gal(Q̄/Q). In other words D` is a particular
decomposition group at ` in GQ, and H1(D`, T ) = H1(Q`, T ). Let I` ⊂ D` be the
inertia group, and Fr` ∈ D`/I` the Frobenius element. If T is unramified at `, then
D`/I` acts on T , and hence so does Fr`. If we choose a different decomposition
group at `, then the action of Fr` changes by conjugation in GQ.

If T is unramified at `, the transverse submodule of H1(Q`, T ) is the submodule

H1
tr(Q`, T ) = H1(Q`(µ`)/Q`, T

D`)

of Definition 1.1.6(iv) with L = Q`(µ`).
If c ∈ H1(Q, T ) we will write c` for the image of c under the localization map

H1(Q, T ) → H1(Q`, T ). If further ` 6= p, T is unramified at `, and (` − 1)T = 0,
then we write c` = c`,f + c`,tr, where c`,f and c`,tr are the projections of c` under
the decomposition H1(Q`, T ) ∼= H1

f (Q`, T )⊕H1
tr(Q`, T ) of Lemma 1.2.4.

2.1. Selmer modules

Definition 2.1.1. A Selmer structure F on T is a collection of the following
data:

• a finite set Σ(F) of places of Q, including ∞, p, and all primes where T
is ramified,
• for every ` ∈ Σ(F) (including ` = ∞), a local condition (in the sense

of Definition 1.1.1) on T viewed as an R[[D`]]-module, i.e., a choice of
R-submodule

H1
F (Q`, T ) ⊂ H1(Q`, T ).

If ` /∈ Σ(F) we will also write H1
F (Q`, T ) = H1

f (Q`, T ).
Let SS(T ) denote the set of Selmer structures on T .
If F is a Selmer structure, we define the Selmer module H1

F (Q, T ) ⊂ H1(Q, T )
to be the kernel of the sum of restriction maps

H1(QΣ(F)/Q, T ) −→
⊕

`∈Σ(F)

(
H1(Q`, T )/H1

F (Q`, T )
)

where QΣ(F) denotes the maximal extension of Q which is unramified outside Σ(F).
In other words, H1

F (Q, T ) consists of all classes which are unramified (or equiva-
lently, finite) outside of Σ(F) and which locally at ` belong to H1

F (Q`, T ) for every
` ∈ Σ(F).

13
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There is a natural partial ordering on the set SS(T ). Namely, we will say that
F ≤ F ′ if and only if

• H1
F (Q`, T ) ⊂ H1

F ′(Q`, T ) if ` ∈ Σ(F) ∩ Σ(F ′),
• H1

F (Q`, T ) ⊂ H1
f (Q`, T ) if ` ∈ Σ(F)− Σ(F ′),

• H1
F ′(Q`, T ) ⊃ H1

f (Q`, T ) if ` ∈ Σ(F ′)− Σ(F).
If F ≤ F ′ then we clearly have H1

F (Q, T ) ⊂ H1
F ′(Q, T ).

Example 2.1.2. Let R = Z/pkZ and T = Z/pkZ with trivial Galois action.
Let Σ(F) = {p,∞}, H1

F (R,Z/pkZ) = 0, and H1
F (Qp,Z/pkZ) = H1

unr(Qp,Z/pkZ).
Then H1(Q,Z/pkZ) = Hom(GQ,Z/pkZ), and H1

F (Q,Z/pkZ) is the subgroup
of unramified homomorphisms. Since Q has no abelian unramified extensions,
H1
F (Q,Z/pkZ) = 0.

Still with R = Z/pkZ, let T = µpk . Let Σ(F) = {p,∞}, H1
F (R,µpk) = 0,

and H1
F (Qp,Z/pkZ) = H1(Qp,Z/pkZ). Then H1(Q,Z/pkZ) = Q×/(Q×)p

k

, and
H1
F (Q,Z/pkZ) is the subgroup of totally positive p-units, i.e., H1

F (Q,Z/pkZ) =
pZ/pp

kZ.
For generalizations of these examples, involving ideal class groups and units of

abelian extensions of Q, see §6.1.

Example 2.1.3. Let R = Z/pkZ and T = E[pk] where E is an elliptic curve
defined over Q. Let Σ(F) be any finite set of places containing p, ∞, and the
primes where E has bad reduction. If ` ∈ Σ(F), let H1

F (Q`, E[pk]) be the im-
age of E(Q`)/pkE(Q`) in H1(Q`, E[pk]) under the natural Kummer map. Then
H1
F (Q, E[pk]) is the classical pk-Selmer group of E.

See §6.2 for much more on this example.

Lemma 2.1.4. If (T/mT )GQ = 0 and S is a quotient of T then SGQ = 0.

Proof. Since the k[[GQ]]-module T/mT has no nontrivial Galois invariants,
the same is true of its quotient S/mS. Further, if i > 1 then mi−1S/miS is a
quotient of S ⊗ (mi−1/mi) ∼= (S/mS)dimk(m

i−1/mi) so it follows by induction that
(S/miS)GQ = 0. Since S = lim←−S/m

iS we have SGQ = 0. �

Proposition 2.1.5. The Selmer module H1
F (Q, T ) is a finitely generated R-

module. If R is an integral domain, T is a torsion-free R-module, and (T/mT )GQ =
0, then H1

F (Q, T ) is a torsion-free R-module.

Proof. It will suffice to prove the proposition with H1
F (Q, T ) replaced by the

larger module H1(QΣ(F)/Q, T ). The first assertion is well-known, see for example
[PR3] Appendix A.1. For the second, if α ∈ R then cohomology of the exact
sequence 0→ T

α−→ T → T/αT → 0 gives a surjective map

(T/αT )GQ � H1(QΣ(F)/Q, T )[α].

so by Lemma 2.1.4 we see that if (T/mT )GQ = 0 then H1(QΣ(F)/Q, T ) has no
α-torsion. �

Example 2.1.6. Suppose that F is a Selmer structure and Σ′ is a finite set
of primes containing Σ(F). We can extend F to F ′ with Σ(F ′) = Σ′ by tak-
ing H1

F ′(Q`, T ) = H1
f (Q`, T ) for ` ∈ Σ′ − Σ(F). Then F ≤ F ′, F ′ ≤ F , and

H1
F (Q, T ) = H1

F ′(Q, T ), so we will identify F and F ′ inside SS(T ).
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Example 2.1.7. A Selmer structure F on T induces a Selmer structure (also
denoted by F) on every subquotient T ′ of T as follows. Keep the same set Σ(F),
and for ` ∈ Σ(F) take H1

F (Q`, T
′) be the local condition on T ′ induced by the one

on T (as in Example 1.1.2). This construction defines a map SS(T )→ SS(T ′).
In particular if I is an ideal of R, then a Selmer structure on T induces Selmer

structures on T/IT and T [I].
Similarly, if R → R′ is a homomorphism of complete noetherian local rings,

then there is a natural map SS(T ) → SS(T ⊗R R′): a Selmer structure F on the
R-module T induces a Selmer structure (denoted F ⊗R′, or simply F) on the R′-
module T ⊗RR′ with the same set Σ(F) by taking H1

F (Q`, T ⊗R′) to be the image
in H1(Q`, T ⊗R′) of H1

F (Q`, T )⊗R′, for ` ∈ Σ(F).

Example 2.1.8. Suppose F is a Selmer structure and ` is a prime not in
Σ(F). There are several natural ways to extend F to a new Selmer structure F ′
with Σ(F ′) = Σ(F) ∪ {`}, which will be important in what follows. We can take
H1
F ′(Q`, T ) to be 0, or all of H1(Q`, T ). If we take H1

F ′(Q`, T ) = H1
f (Q`, T )

then we have identified F ′ with F (see Example 2.1.6). Finally, if we can take
H1
F ′(Q`, T ) = H1

tr(Q`, T ).
We can repeat these constructions with several primes, and we will use the

following notation. If a, b, c ∈ Z+ are relatively prime, and c is not divisible by any
primes in Σ(F), we write Fba(c) for the Selmer structure defined by

• Σ(Fba(c)) = Σ(F) ∪ {` : ` | abc},

• H1
Fb

a(c)(Q`, T ) =


H1
F (Q`, T ) if ` ∈ Σ(F) and ` - ab

0 if ` | a,
H1(Q`, T ) if ` | b,
H1

tr(Q`, T ) if ` | c.

In other words, Fba(c) consists of F together with the strict condition at primes
dividing a, the unrestricted condition at primes dividing b, and the transverse
condition at primes dividing c.

If any of a, b, c are equal to 1, we will suppress them from the notation. If a′ | a,
b | b′, and c = c′ then Fba(c) ≤ Fb

′

a′ (c
′), and otherwise there will be in general no

order relation between these Selmer structures. In particular for every n we have
Fn ≤ F ≤ Fn and Fn ≤ F (n) ≤ Fn.

Example 2.1.9 (Universal deformations). Let k be a finite field and V an
absolutely irreducible finite dimensional continuous representation of GQ over k.
Suppose further that V is unramified outside of Σ = {p,∞}.

Let T and R denote the universal deformation and universal deformation ring
attached to V and Σ (see [Ma1]). That is, R is a complete noetherian local ring
with residue field k, T is a free R-module of rank dimk(V ), and T comes with a
continuous R-linear action of GQ, unramified outside Σ, and an isomorphism of
k[[GQ]]-modules ι : T ⊗ k ∼−→ V. Moreover, the triple (R, T, ι) is universal in the
evident sense (see [Ma1]).

Define a Selmer structure on T by Σ(F) = Σ, H1
F (R, T ) = H1(R, T ) and

H1
F (Qp, T ) = H1(Qp, T ). We will call this the universal deformation Selmer module

attached to V and S.
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2.2. Comparing Selmer modules

Definition 2.2.1. Suppose now that T is free over R, ` 6= p,∞ is prime, and
T is unramified at `. Let P`(x) = det(1− Fr` x | T ) ∈ R[x], and let I` be the ideal
of R generated by `− 1 and P`(1).

Let P denote a set of rational primes, disjoint from Σ(F). Generally P will be
infinite; for example it could be the set of all primes not in Σ(F). Let N = N (P) ⊂
Z+ denote the set of squarefree products of primes in P (with the convention that
1 ∈ N ). If n ∈ N let

In =
∑
`|n

I` ⊂ R

and let
Gn =

⊗̀
|n
F×` =

⊗̀
|n

Gal(Q(µ`)/Q).

Since each Gal(Q(µ`)/Q) is cyclic of order ` − 1, we see that Gn ⊗ (R/In) is free
of rank one over R/In. By convention, we set G1 = Zp.

If ` is a prime dividing n, then I` annihilates T/InT , so we can apply the results
of §1.2 to the local cohomology group H1(Q`, T/InT ). In particular we will write

φfs
` : H1

f (Q`, T/InT ) −→ H1
s (Q`, T/InT )⊗G`

for the finite-singular map of Definition 1.2.2 with K = Q`.

Example 2.2.2. Suppose P is a set of primes as above and n ∈ N . Recall
that the Selmer structure F (n) is the Selmer structure F modified by replacing
the finite local condition at primes dividing n by the transverse local condition. In
what follows we will be interested in the modules H1

F (n)(Q, T/InT )⊗Gn for n ∈ N .
If ` is a prime and n` ∈ N , then we can compare H1

F (n)(Q, T/InT )⊗Gn and
H1
F (n`)(Q, T/In`T )⊗Gn` by localizing at ` and using the finite-singular map φfs

` :

H1
F (n)(Q, T/InT )⊗Gn

loc`

y
H1

f (Q`, T/In`T )⊗Gn

φfs
` ⊗1

y
H1
F (n`)(Q, T/In`T )⊗Gn`

loc`−−−−→ H1
s (Q`, T/In`T )⊗Gn`.

(4)

2.3. Global duality

Definition 2.3.1. The dual of T is the R[[GQ]]-module

T ∗ = Hom(T,µp∞).

For every prime ` ≤ ∞ we have the local Tate pairing

〈 , 〉` : H1(Q`, T )×H1(Q`, T
∗) −→ Qp/Zp

as in §1.3. If c ∈ H1(Q, T ) and d ∈ H1(Q, T ∗) we will write 〈c, d〉` for 〈c`, d`〉`.
Just as every local condition on T determines a local condition on T ∗ (Definition

1.3.1), a Selmer structure F for T determines a Selmer structure F∗ for T ∗. Namely,
take Σ(F∗) = Σ(F), and for ` ∈ Σ(F) take H1

F∗(Q`, T
∗) to be the local condition
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induced by F : the orthogonal complement of H1
F (Q`, T ) under 〈 , 〉`. If F ≤ F ′

then (F ′)∗ ≤ F∗.

Example 2.3.2. By Proposition 1.3.2, the dual Fba(c)∗ of the Selmer structure
Fba(c) is (F∗)ba(c).

Lemma 2.3.3. The Selmer module H1
F∗(Q, T

∗) is co-finitely generated, i.e., the
R-module Hom(H1

F∗(Q, T
∗),Qp/Zp) is finitely generated.

Proof. As in the proof of Lemma 2.1.4, H1
F∗(Q, T

∗) ⊂ H1(QΣ(F)/Q, T ∗)
so it is enough to show that H1(QΣ(F)/Q, T ∗) is co-finitely generated. This is a
standard result, see for example [PR3] Appendix A.1. �

Theorem 2.3.4. Suppose that G1, G2 are Selmer structures and G1 ≤ G2.
(i) There are exact sequences

0 −→ H1
G1

(Q, T ) −→ H1
G2

(Q, T )
loc

G2
G1−−−→

⊕̀
H1
G2

(Q`, T )/H1
G1

(Q`, T ),

0 −→ H1
G∗2

(Q, T ∗) −→ H1
G∗1

(Q, T ∗)
loc

G∗1
G∗2−−−→

⊕̀
H1
G∗1

(Q`, T
∗)/H1

G∗2
(Q`, T

∗)

where the sums are over primes ` such that H1
G2

(Q`, T ) 6= H1
G1

(Q`, T ),

and the maps locG2
G1

, locG
∗
1
G∗2

are the natural localization maps.

(ii) The images locG2
G1

and locG
∗
1
G∗2

are orthogonal complements with respect to
the pairing

∑
` 〈 , 〉`.

Proof. Assertion (i) is immediate from the definition of these Selmer groups.
The second statement is part of Poitou-Tate global duality; see for example [T]
Theorem 3.1 or [Mi] Theorem I.4.10 (see also [Ru6] Theorem 1.7.3). �

The next proposition is Proposition 1.6 of [Wi], adapted to include the case
p = 2. It is a consequence of Poitou-Tate global duality, and the proof is the same
as in [Wi].

Proposition 2.3.5. If T is finite, then

length(H1
F (Q, T ))− length(H1

F∗(Q, T
∗))

= length(H0(Q, T ))− length(H0(Q, T ∗))

−
∑

`∈Σ(F)

(length(H0(Q`, T ))− length(H1
F (Q`, T ))).

Corollary 2.3.6. Suppose that R is artinian and T is free of finite rank over
R. Suppose n ∈ Z+ is not divisible by any primes in Σ(F), and further that every
prime ` dividing n satisfies the hypotheses of Lemma 1.2.3: I` = 0 and T/(Fr`−1)T
is free of rank one over R. Then

length(H1
F (Q, T ))− length(H1

F∗(Q, T
∗))

= length(H1
F (n)(Q, T ))− length(H1

F (n)∗(Q, T
∗)).

Proof. By Lemma 1.2.3, length(H1
f (Q`, T )) = length(H1

tr(Q`, T )) for every `
dividing n, so the right-hand side of Proposition 2.3.5 is unchanged when we replace
F by F (n).
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(Alternatively, the corollary can be seen by applying Theorem 2.3.4 first with
(G1,G2) = (F ,Fn) and then with (G1,G2) = (F (n),Fn).) �



CHAPTER 3

Kolyvagin Systems

We assume for the rest of this paper that T is free of finite rank over R, in
addition to being a GQ-module which is unramified outside finitely many primes.

A Selmer triple is a triple (T,F ,P) where F is a Selmer structure on T and P
is a set of rational primes, disjoint from Σ(F).

3.1. Kolyvagin systems

Definition 3.1.1. If X is a simplicial complex, and C a category, a simplicial
sheaf S on X with values in C is a rule assigning:

• to each simplex σ in X, an object S(σ) of C, and
• to each pair (σ, τ) of simplices of X such that σ is a face of τ (of codi-

mension one), a morphism S(σ)→ S(τ) in the category C.
Note that such a simplicial sheaf gives rise to a sheaf on the topological realization
of X which is locally constant on the open stars of simplices of X, and whose set
of sections on the open star of a simplex σ is just S(σ). A morphism S → S ′ of
sheaves on X is a collection of morphisms S(σ) → S ′(σ) for each simplex σ in X,
which commute with the face-to-simplex morphisms of S and S ′ in the obvious
sense.

In this paper we will only be concerned with the case where X is a graph. In
that case, if V is the set of vertices of X and E is the set of edges, a simplicial sheaf
S on X with values in the category of R-modules is a collection of the following
data:

• an R-module S(v) (the stalk of X at v) for every vertex v ∈ V ,
• an R-module S(e) for every edge e ∈ E,
• an R-module map ψev : S(v)→ S(e) whenever the vertex v is an endpoint

of the edge e.
A global section of S is a collection {κv ∈ S(v) : v ∈ V } such that for every
edge e ∈ E, if e has endpoints v, v′ then ψev(κv) = ψev′(κv′) in S(e). We write
Γ(S) = S(X) for the R-module of global sections of S.

Definition 3.1.2. Suppose (T,F ,P) is a Selmer triple. We define a graph
X = X (P) by taking the set of vertices of X to be N = N (P) (Definition 2.2.1),
and whenever n, n` ∈ N (with ` prime) we join n and n` by an edge.

The Selmer sheaf associated to (T,F ,P) is the simplicial sheaf H = H(T,F,P)

of R-modules on X defined as follows. Take
• H(n) = H1

F (n)(Q, T/InT )⊗Gn for n ∈ N ,

and if e is the edge joining n and n` we take
• H(e) = H1

s (Q`, T/In`T )⊗Gn`,

19
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• ψenl : H1
F (n`)(Q, T/In`T ) ⊗Gn` → H1

s (Q`, T/In`T ) ⊗Gn` is localization
at ` followed by projection to H1

s ,
• ψen : H1

F (n)(Q, T/InT )⊗Gn −→ H1
s (Q`, T/In`T )⊗Gn` is the composition

of localization at ` with the map φfs
` of Definition 1.2.2 (see Example 2.2.2)

H1
F (n)(Q, T/InT )⊗Gn −→ H1

f (Q`, T/In`T )⊗Gn −→ H1
s (Q`, T/In`T )⊗Gn`.

We call H(n) = H1
F (n)(Q, T/InT )⊗Gn the Selmer stalk at n.

Definition 3.1.3. A Kolyvagin system for (T,F ,P) is a global section (over
X (P)) of the Selmer sheaf H(T,F,P). We write KS(T,F ,P), or simply KS(T ) when
there is no risk of confusion, for the R-module of Kolyvagin systems Γ(H).

Concretely, a Kolyvagin system for (T,F ,P) is a collection of cohomology
classes

{κn ∈ H1
F (n)(Q, T/InT )⊗Gn : n ∈ N}

such that if ` is prime and n` ∈ N ,

(κn`)`,s = φfs
` (κn) in H1

s (Q`, T/In`T )⊗Gn`. (5)

In other words, the images of κn and κn` in H1
s (Q`, T/In`T )⊗Gn` coincide in the

diagram (4).

For examples of Kolyvagin systems, see the next section.

Remark 3.1.4. The assignments

(T,F ,P) 7→ H(T,F,P), (T,F ,P) 7→ KS(T,F ,P)

have the following functorial properties (where we suppress the indices which are
not varying).

• Commutation with direct sums: There are natural isomorphisms

H(T1⊕T2,F1⊕F2)
∼= H(T1,F1) ⊕H(T2,F2),

KS(T1 ⊕ T2,F1 ⊕F2) ∼= KS(T1,F1)⊕KS(T2,F2).

• Change of ring: If R → R′ is a homomorphism of complete local noe-
therian rings we have a natural homomorphism of sheaves of R′-modules
over X

H(T,F) ⊗R R′ −→ H(T⊗RR′,F⊗RR′),

KS(T,F)⊗R R′ −→ KS(T ⊗R R′,F ⊗R R′).
• Change of P: If P ′ ⊂ P then HT,P′ is the restriction of HT,P to the

subgraph X (P ′) ⊂ X (P), and there is a natural map KS(T,P) →
KS(T,P ′).

• Change of F : If F ′ ≤ F , and P is disjoint from Σ(F) ∪ Σ(F ′), then
HT,F ′ is naturally a subsheaf of R-modules in HT,F , and KS(T,F ′) ⊂
KS(T,F).

Definition 3.1.5. If κ is a nonzero Kolyvagin system, the order of vanishing
of κ is

ord(κ) = min{ν(n) : κn 6= 0}
where as usual ν(n) is the number of prime divisors of n.

The module of L-values of T is

L(T ) = {κ1 : κ ∈ KS(T )} ⊂ H1
F (Q, T ).
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Under suitable hypotheses, we would like to relate
• ord(κ) and corankR(H1

F∗(Q, T
∗)),

• the Fitting ideals of H1
F (Q, T )/L(T ) and Hom(H1

F∗(Q, T
∗),Qp/Zp).

See in particular Theorem 5.1.1 (for R a field), Theorems 5.2.12 and 5.2.14 (for R
a discrete valuation ring), and Theorem 5.3.10 (for R an Iwasawa algebra).

Definition 3.1.6. If k ∈ Z+ let Pk be the set of primes ` /∈ Σ(F) satisfying
• T/(mkT + (Fr` − 1)T ) is free of rank one over R/mk, and
• I` ⊂ mk.

Then P1 ⊃ P2 ⊃ P3 ⊃ · · · . Define

KS(T ) = KS(T,F ,P) = lim←−
k

(
lim−→
j

KS(T/mkT,P ∩ Pj)
)

with respect to the functorial maps of Remark 3.1.4. There is a natural map
KS(T ) → KS(T ), which in general need not be either injective or surjective. For
example if R is artinian, then the kernel of this map consists of Kolyvagin systems
whose restriction to N (P ∩Pj) is zero for large j. We will show that in many cases
of interest (Corollary 4.5.3 and Proposition 5.2.9) the map KS(T )→ KS(T ) is an
isomorphism.

If κ̄ ∈ KS(T ) then we have a well-defined element κ̄1 ∈ lim←−H
1
F (Q, T/mkT ) =

H1
F (Q, T ). We can define ord(κ̄) by an obvious modification of Definition 3.1.5

above. Essentially all of our results about Kolyvagin systems will apply equally to
KS(T ), although we will not always state this explicitly.

The blind spot of κ is the set of ideals I ⊂ R such that the image of κ under
the composition

KS(T ) −→ KS(T/I) −→ KS(T/I)
is zero. In other words, I is not in the blind spot if for some k ∈ Z+, the image
of κ in KS(T/(I,mk)T,P ∩ Pj) is nonzero for every j ∈ Z+. In particular, if the
image of κ in KS(T/I) is zero then I is in the blind spot of κ.

The blind spot of the module of Kolyvagin systems for T is the intersection
over all κ ∈ KS(T ) of the blind spot of κ.

Remark 3.1.7. Suppose κ is a Kolyvagin system and n` ∈ N . Then κn` ∈
H1
F (n`)(Q, T/In`T ), so in particular (κn`)` ∈ H1

tr(Q`, T/InT ). Thus by Lemma
1.2.4 and (5), (κn`)` is completely determined by (κn)`.

The requirement that κn ∈ H1
F (n`)(Q, T/InT ) in the definition of a Kolyvagin

system is stronger than what is needed for standard applications found in the
literature (bounding the size of the Selmer groups of the dual GQ-module T ∗).
For those purposes (see for example [Ru6]) the following collections of classes will
suffice.

Definition 3.1.8. Define a sheaf Ĥ of R-modules on X as follows. Take
• Ĥ(n) = H1

Fn(Q, T/InT )⊗Gn for n ∈ N ,

and define Ĥ(e) and the maps ψenl, ψ
e
n exactly as in Definition 3.1.2. Clearly H is

a subsheaf of Ĥ.
A weak Kolyvagin system for (T,F ,P) is a global section of the sheaf Ĥ. Con-

cretely, a weak Kolyvagin system is a collection of cohomology classes

{κn ∈ H1
Fn(Q, T/InT )⊗Gn : n ∈ N}
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satisfying (5).

Remark 3.1.9. In a weak Kolyvagin system, (κn)`,s is determined, for every
prime ` dividing n, by the κd for d properly dividing n. Equivalently, κn is uniquely
determined modulo H1

F (Q, T/InT ) by the κd for d properly dividing n.
In a Kolyvagin system (see Remark 3.1.7), κn is determined moduloH1

F (Q, T )∩
H1
F (n)(Q, T ) = H1

Fn
(Q, T/InT ) by the κd for d properly dividing n, and for suffi-

ciently divisible n this group will be zero.
The following example exhibits this lack of rigidity of weak Kolyvagin systems,

as compared to Kolyvagin systems.

Example 3.1.10. Suppose p > 2, R = Zp and T = Zp(1). Kummer theory
shows that H1(Q, T ) is the p-adic completion of Q×. Define F by Σ(F) = {p,∞},
H1
F (Qp, T ) = H1(Qp,Zp(1)), and H1

F (R, T ) = 0. Let P be the set of all primes
different from p.

For every squarefree n prime to p, and every prime ` dividing n, we have a
commutative diagram (the upper isomorphism is Kummer theory, and the lower
isomorphism is Lemma 1.2.4)

H1
Fn(Q, T/InT ) ∼−−−−→ Z[1/(pn)]× ⊗ (Zp/In)y yord`

H1
s (Q`, T/InT ) ∼−−−−→ Zp/In.

We can build a weak Kolyvagin system inductively as follows.
Choose any κ1 ∈ H1(Q,Zp(1)). Next, suppose n is a positive squarefree integer

prime to p, and we have chosen κt for every proper divisor t of n. Choose κn ∈
Z[1/(pn)]×⊗(Zp/In)⊗Gn so that ord`(κn) = φfs

` (κn/`) in the diagram above. (This
determines κn up to a power of p; take any such choice.) In the limit this process
will construct a weak Kolyvagin system for T . Because of the choices involved at
each step, this will produce infinitely many weak Kolyvagin systems κ with the
same κ1.

Most of the weak Kolyvagin systems constructed in this way will not be Koly-
vagin systems. We will see in §5.2 that in this setting every choice of κ1 extends
uniquely to a Kolyvagin system.

Example 3.1.11. Suppose H1
F (Q, T/IT ) = 0 for every ideal I ⊂ R. We

will show that every weak Kolyvagin system for T must be identically zero. More
precisely, if κ is a weak Kolyvagin system, we will show by induction on the number
of primes dividing n that κn = 0 for every n ∈ N .

By definition, κ1 ∈ H1
F (Q, T ) = 0. Suppose that κd = 0 for every d properly

dividing n. We need to show that κn = 0.
We have κn ∈ H1

Fn(Q, T/InT )⊗Gn, but the coherence relations (5) show that
(κn)`,s = 0 for every prime ` dividing n. Hence κn ∈ H1

F (Q, T/InT )⊗Gn = 0.

Example 3.1.12. Suppose κ ∈ KS(T,F ,P) and n ∈ N . Let P(n) be the set of
primes in P not dividing n. If ξ ∈ Hom(Gn, R/In) then the collection κ(n) defined
by

κ(n)
m = κnm ⊗ ξ for m ∈ N prime to n

is a Kolyvagin system for (T/InT,F (n),P(n)). (We view ⊗ξ here as a map from
Gnm⊗(R/In) = Gm⊗Gn⊗(R/In) to Gm⊗(R/In) for every m.) This construction
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defines a homomorphism

KS(T,F ,P)⊗Hom(Gn, R/In)→ KS(T/InT,F (n),P(n)).

(Recall that Hom(Gn, R/In) is a free, rank-one (R/In)-module.)

3.2. Euler systems and Kolyvagin systems

Suppose for this section that R is the ring of integers of a finite extension of
Qp. For similar results when R is an Iwasawa algebra, see §5.3.

Definition 3.2.1. We define a canonical Selmer structure Fcan on T by
• Σ(Fcan) = {` : T is ramified at `} ∪ {p,∞},
• if ` ∈ Σ(Fcan) and ` 6= p,∞ then

H1
Fcan

(Q`, T ) = ker[H1(Q`, T )→ H1(Qunr
` , T ⊗Qp)],

• H1
Fcan

(Qp, T ) = H1(Qp, T ),
• H1

Fcan
(R, T ) = H1(R, T ).

If I is an ideal of R we define the canonical Selmer structure on T/IT to be
Fcan⊗R/I, the Selmer structure induced by Fcan on T/IT . (Note that this depends
on T , not only on T/IT .) We will write simply Fcan instead of Fcan ⊗ R/I. It is
not true in general that H1

Fcan
(Qp, T/IT ) = H1(Qp, T/IT ); see Lemma A.1.

Definition 3.2.2. Fix a set P of primes, different from p, where T is unramified
(so (T,Fcan,P) is a Selmer triple), and a (possibly infinite) abelian extension K of
Q. An Euler system c for (T,P,K) is a collection

{cF ∈ H1(F, T ) : F ⊂ K, F/Q finite}

such that whenever F ⊂ F ′ ⊂ K and F ′/Q is finite,

NF ′/F cF ′ =
(∏

P`(Fr−1
` )
)
cF .

Here NF ′/F is the corestriction map from F ′ to F , the product is over primes
` ∈ P which ramify in F ′/Q but not in F/Q, and P`(x) = det(1− Fr` x | T ) as in
Definition 2.2.1.

Let ES(T,P,K) (or simply ES(T ), if there is no danger of confusion) denote
the collection of Euler systems for (T,P,K). Then ES(T ) is a Zp[[GQ]]-module.

Remark 3.2.3. The “Euler factors” P`(Fr−1
` ) in Definition 3.2.2 are slightly

different from the ones used in [Ru6] Definition 2.1.1. However, it is easy to switch
back and forth between the two choices, and they give equivalent theories and
isomorphic modules ES(T ). See §9.6 of [Ru6]. We use the present choice here
because it simplifies the formulas in the proof of Theorem 3.2.4.

Theorem 3.2.4. Suppose that K contains the maximal abelian p-extension of
Q which is unramified outside of p and P, and

(a) T/(Fr` − 1)T is a cyclic R-module for every ` ∈ P,
(b) Frp

k

` − 1 is injective on T for every ` ∈ P and every k ≥ 0.

Then there is a canonical homomorphism ES(T ) → KS(T,Fcan,P) which is GQ-
equivariant (with GQ acting trivially on KS(T )) with the property that if c maps
to κ, then κ1 = cQ.
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If further H0(Qp, T
∗) is a divisible R-module, then there is a canonical GQ-

equivariant homomorphism ES(T ) → KS(T,Fcan,P) with the property that if c
maps to κ, then κ1 = cQ.

The proof of this theorem is given in Appendix A. If we let {κn} denote the
collection of derivative classes of the Euler system c as defined for example in
Chapter 4 of [Ru6], then the results of that chapter show that this collection is a
weak Kolyvagin system. A minor modification of these classes gives a Kolyvagin
system. Since the proof is tedious and unrelated to the rest of this paper, we defer
it to Appendix A.

Remark 3.2.5. Suppose ρ : Gal(K/Q) → R× is a character of finite order.
Writing Pρ = {` ∈ P : ρ is unramified at `}, and again writing Fcan for the canon-
ical Selmer structure on T ⊗ ρ, we get a new Selmer triple (T ⊗ ρ,Fcan,Pρ).

As in §2.4 of [Ru6], if we fix a generator of the free rank-one R-module ρ, we
obtain a map

ES(T,P,K)→ ES(T ⊗ ρ,Pρ,K)
with the property that if c 7→ cρ and L is the fixed field of the kernel of ρ, then the
image of cρQ under the composition

H1(Q, T ⊗ ρ) res−−→ H1(L, T ⊗ ρ) ∼= H1(L, T )

is
∑
δ∈Gal(L/Q) ρ(δ)c

δ
L. Thus, using Theorem 3.2.4 (and increasing the ring R as

necessary, to include the values of ρ), an Euler system for T gives rise to a Kolyvagin
system for T ⊗ ρ for every character ρ of finite order of Gal(K/Q).

It is not difficult to show that the Kolyvagin systems obtained in this way
“interpolate”, in the sense that if ρ ≡ ρ′ (mod mk), then the induced Kolyvagin
systems coincide in KS((T/mkT )⊗ ρ) = KS((T/mkT )⊗ ρ′).

Remark 3.2.6. In Theorem 3.2.4 above, we require that K contains the cyclo-
tomic Zp-extension Q∞ of Q. In other words, the Euler system “extends in the
p-direction”, and in particular each class cF is a universal norm from FQ∞.

As discussed in §9.1 of [Ru6], it is possible to remove this requirement if we
replace it with some other appropriate condition. The following variant of Theorem
3.2.4 is proved by combining §9.1 of [Ru6] with the proof of Theorem 3.2.4 in
Appendix A.

Theorem 3.2.7. Suppose that K contains the maximal abelian p-extension of
Q which is unramified outside of some cofinite set of primes containing P, and that
(a) and (b) of Theorem 3.2.4 hold. Suppose in addition that cF ∈ H1

Fcan
(F, T ) for

every F and that there is a γ ∈ GQ such that γ − 1 kills µp∞ and γ − 1 is injective
on T . Then there is a canonical homomorphism ES(T ) → KS(T,Fcan) with the
property that if c maps to κ, then κ1 = cQ.

If further H0(Qp, T
∗) is a divisible R-module, then this homomorphism factors

through a map ES(T )→ KS(T,Fcan,P).

For examples of Euler systems and applications of the corresponding Kolyvagin
systems, see §6.1 and §6.2.

3.3. Simplicial sheaves and Selmer groups

Suppose P is a set of primes, X = X (P) is the graph defined in Definition
3.1.2, and S is a (simplicial) sheaf on X as in Definition 3.1.1. If ` is prime and
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n` ∈ N , we will write en,n` for the edge in X joining the vertices n and n`, and we
will write simply e` for e1,`.

Definition 3.3.1. Suppose further that for every edge en,n` we have an iso-
morphism of edge stalks

S(en,n`)
∼−→ S(e`) (6)

Using these isomorphisms to identify S(en,n`) and S(e`), we define for every vertex
n of X

ψn : S(n) −→
⊕̀
|n
S(e`)

by ψn = ⊕`|nψ
en/`,n
n , where ψen/`,n

n : S(n)→ S(en/`,n) is the vertex-to-edge map of
S.

If κ is a global section of S, then for every n ∈ N and j > 0 we define the
Kolyvagin-constructed dual Selmer group by

Sel∗(κ;n) =
(⊕̀
|n
S(e`)

)
/
(∑
d|n
ψd(Rκd)

)
If n | m there is a natural map Sel∗(κ;n)→ Sel∗(κ;m), and we define

Sel∗(κ) = lim−→
n∈N

Sel∗(κ;n).

Example 3.3.2. Fix a Selmer triple (T,F ,P), and let S be the Selmer sheaf
H(T,F,P) of Definition 3.1.2.

Suppose first that I` = 0 for every ` ∈ P. (For example, this will be true if
R is artinian, say mk = 0, and P = Pk where Pk is as in Definition 3.1.6.) Then
for every n ∈ N we have S(en,n`) = H1

s (Q`, T ) ⊗ Gn`. Fixing a generator of G`
for every ` ∈ P induces isomorphisms S(en,n`) ∼= S(e`) ∼= H1

s (Q`, T ) as in (6), and
with these identifications we have Sel∗(κ) as above for every κ ∈ KS(T ).

Proposition 3.3.3. With notation and assumptions as in Example 3.3.2, for
every κ ∈ KS(T ) there is a canonical map

H1
F∗(Q, T

∗) −→ Hom(Sel∗(κ),Qp/Zp)

with kernel ∩n∈NH1
F∗n(Q, T ∗).

Proof. Global duality (Theorem 2.3.4) gives an exact sequence

0 −→ H1
F∗n(Q, T ∗) −→ H1

F∗(Q, T
∗)

−→ Hom
(
(
⊕̀
|n
H1

s (Q`, T ))/image(H1
Fn(Q, T )),Qp/Zp

)
.

Since κd ∈ H1
Fn(Q, T )⊗Gd for every d dividing n, the proposition follows directly

from this. �

If P is large enough so that ∩n∈NH1
F∗n(Q, T ∗) = 0, then the map of Proposi-

tion 3.3.3 will be injective. Under suitable hypotheses on T and κ (see Theorem
4.5.12) we will show that this map is surjective as well, so that H1

F∗(Q, T
∗) ∼=

Hom(Sel∗(κ),Qp/Zp).

Definition 3.3.4. Fix a Selmer triple (T,F ,P), but we no longer assume that
I` = 0 for ` ∈ P. For k ≥ 0 let Sk be the Selmer sheaf H(T/mkT,F,P∩Pk) where Pk
is as in Definition 3.1.6. In particular I` = 0 in R/mk for every ` ∈ Pk, so we can



26 3. KOLYVAGIN SYSTEMS

apply Example 3.3.2 and Proposition 3.3.3 to Sk. If κ ∈ KS(T ) let κ(k) denote
the image of κ in KS(T/mkT ). The maps T/mk � T/mj for j < k induce maps
Sel∗(κ(k))→ Sel∗(κ(j)), and we define

Sel∗∞(κ) = lim←−
k

Sel∗(κ(k)).

For every j < k we have a commutative diagram

H1
F∗(Q, T

∗[mk]) −−−−→ Hom(Sel∗(κ(k)),Qp/Zp)x x
H1
F∗(Q, T

∗[mj ]) −−−−→ Hom(Sel∗(κ(j)),Qp/Zp)

where the horizontal maps are from Proposition 3.3.3. Passing to the limit and
using that H1

F∗(Q, T
∗) ∼−→ lim−→H1

F∗(Q, T
∗[mk]), we get a canonical map

H1
F∗(Q, T

∗) −→ Hom(Sel∗∞(κ),Qp/Zp).

3.4. Sheaves and monodromy

Suppose for this section that S is a sheaf on a graph X, as in Definition 3.1.1.

Definition 3.4.1. If v and w are vertices of X, a path in X from v to w is a
sequence of vertices (v = v1, v2, . . . , vk = w) in X such that for each i, vi and vi+1

are joined by an edge ei. The graph X is connected if every pair of vertices v, w
there is a path from v to w. A loop in X (at v) is a path from v to v.

Let r be a positive integer. We say that S is locally free of rank r if all the
R-modules S(v), S(e) are free of rank r and all the maps ψev are isomorphisms. If S
is locally free and P = (v1, v2, . . . , vk) is a path in X, we can define an isomorphism
ψP : S(v1)

∼−→ S(vk) by

ψP = (ψek−1
vk

)−1 ◦ ψek−1
vk−1

◦ (ψek−2
vk−1

)−1 ◦ · · · ◦ (ψe1v2)
−1 ◦ ψe1v1 .

We say that S has trivial monodromy if S is locally free and for every vertex v of
X and every loop P at v, ψP is the identity map in Aut(S(v)).

Definition 3.4.2. We say that S is locally cyclic if all the R-modules S(v),
S(e) are cyclic and all the maps ψev are surjective.

If S is locally cyclic then a surjective path (relative to S) from v to w is a path
(v = v1, v2, . . . , vk = w) in X such that for each i, if vi and vi+1 are joined by the
edge ei, then ψei

vi+1
is an isomorphism. We say that the vertex v is a hub of S if for

every vertex w there is an S-surjective path from v to w.
Suppose now that the sheaf S is locally cyclic. If P = (v1, v2, . . . , vk) is a

surjective path in X, we can define a surjective map ψP : S(v1)→ S(vk) by

ψP = (ψek−1
vk

)−1 ◦ ψek−1
vk−1

◦ (ψek−2
vk−1

)−1 ◦ · · · ◦ (ψe1v2)
−1 ◦ ψe1v1

since all the inverted maps are isomorphisms. We will say that S has trivial
monodromy if whenever v, w,w′ are vertices, P, P ′ are surjective paths (v, . . . , w)
and (v, . . . , w′), and w,w′ are joined by an edge e, then ψew ◦ ψP = ψew′ ◦ ψP ′ ∈
Hom(S(v),S(e)). In particular for every pair v, w of vertices and and every pair
P, P ′ of surjective paths from v to w, we require that ψP = ψP ′ ∈ Hom(S(v),S(w)).
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Remark 3.4.3. If S is locally free of rank one, then it is also locally cyclic, every
path is a surjective path, and the definitions of “trivial monodromy” in Definitions
3.4.1 and 3.4.2 are equivalent. If S is locally free of rank one and connected, then
every vertex is a hub.

Recall that a global section of S is a collection of elements κv ∈ S(v) for every
vertex v, which are compatible with respect to the maps ψev.

Proposition 3.4.4. Suppose S is locally cyclic and v is a hub of S.
(i) The map fv : Γ(S)→ S(v) defined by κ 7→ κv is injective, and is surjec-

tive if and only if S has trivial monodromy.
(ii) Γ(S) is (noncanonically) isomorphic to an ideal of R.
(iii) If κ ∈ Γ(S), and if u is a vertex such that κu 6= 0 and κu generates

miS(u) for some i ∈ Z+, then κw generates miS(w) for every vertex w.

Proof. For every vertex w fix a surjective path Pw from v to w. If κ ∈ Γ(S)
then κw = ψPw

(κv) for every w, so the map fv of (i) is injective.
Now fix c ∈ S(v) and for every vertex w define κw = ψPw

(c). If S has trivial
monodromy then this is independent of the choice of Pw, and defines a global section
κ. Thus c is in the image of fv and hence fv is surjective as well.

Conversely, suppose fv is surjective. Then for every c ∈ S(v) we can find
κ ∈ Γ(S) with κv = c. If w,w′ are vertices connected by an edge e, then we must
have

ψew ◦ ψPw
(c) = ψew(κw) = ψew′(κw′) = ψew′ ◦ ψPw′

(c) ∈ S(e).

Thus S has trivial monodromy.
This proves (i), (ii) is immediate from (i), and (iii) follows from the surjectivity

of the maps ψPw
. �

Definition 3.4.5. A global section κ ∈ Γ(S) will be called primitive if for
every vertex v, κ(v) ∈ S(v) is a generator of the R-module S(v).

It follows from Proposition 3.4.4 that a locally cyclic sheaf S has a primitive
global section if and only if S has trivial monodromy.

3.5. Hypotheses on T , F , and P

In this section we record and discuss several hypotheses which will play a role
in the following sections. Fix a Selmer triple (T,F ,P).

Consider the following properties:
(H.0) T is a free R-module of finite rank.
(H.1) T/mT is an absolutely irreducible k[GQ]-representation.
(H.2) There is a τ ∈ GQ such that τ = 1 on µp∞ and T/(τ −1)T is free of rank

one over R.
(H.3) H1(Q(T,µp∞)/Q, T/mT ) = H1(Q(T,µp∞)/Q, T ∗[m]) = 0.

(H.4) Either
(H.4a) HomFp[[GQ]](T/mT, T ∗[m]) = 0, or

(H.4b) p > 4.
(H.5) Pt ⊂ P ⊂ P1 for some t ∈ Z+, where for k ∈ Z+ Pk is given by Definition

3.1.6.
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(H.6) For every ` ∈ Σ(F), the local condition F at ` is cartesian (in the sense of
Definition 1.1.4) on the category QuotR(T ) of quotients of T of Example
1.1.3.

These hypotheses hold in many, but not all, cases of interest. See §6.1 and §6.2,
especially Lemmas 6.1.5 and 6.2.3. We have already assumed that (H.0) holds.

Remark 3.5.1. Note that (H.2) holds trivially when rank(T ) = 1, with τ = 1.
The condition P ⊂ P1 in (H.5) is reasonably harmless because we can always
replace P by P ∩ P1. Condition (H.6) holds trivially when R is a field, because in
that case category QuotR(T ) has only two objects, 0 and T .

Also, if R � R′ is a surjective homomorphism of (complete) local rings and
T satisfies (H.i), then so does T ⊗R R′ viewed as an R′[[GQ]]-module, for any
i = 0, . . . , 4.

Condition (H.1) implies that T ∗[m] is also an absolutely irreducible k[[GQ]]-
representation.

Lemma 3.5.2. Suppose that (H.3) holds. Then for every subquotient S of T or
of T ∗, SGQ = 0.

Proof. It follows from (H.3) that (T/mT )GQ = T ∗[m]GQ = 0. If S is a
subquotient of T , then SGQ = 0 by Lemma 2.1.4.

The proof for subquotients of T ∗ is similar, applying Lemma 2.1.4 to the finitely
generated R-module Hom(T ∗,Qp/Zp). �

Lemma 3.5.3. Suppose that (H.1) and (H.3) hold, and I is an ideal of R. Then
the inclusion T ∗[I] ↪→ T ∗ induces an isomorphism

H1
F∗(Q, T

∗[I]) ∼−→ H1
F∗(Q, T

∗)[I].

Proof. Suppose first that I is principal with a generator β. Cohomology of
the exact sequences

0 −→ T ∗[I] −→ T ∗
β−−→ IT ∗ −→ 0

0 −−→ IT ∗ −→ T ∗ −→ T ∗/IT ∗ −→ 0

gives (writing G = Gal(QΣ(F)/Q), and using Lemma 3.5.2 to obtain the zeros on
the left)

0 −→ H1(G,T ∗[I]) −→ H1(G,T ∗)
β−−→ H1(G, IT ∗)

0 −−→ H1(G, IT ∗) −→ H1(G,T ∗).

Thus we have an isomorphism

H1(QΣ(F)/Q, T ∗[I])
∼−→ H1(QΣ(F)/Q, T ∗)[I] (7)

in this case.
By induction the isomorphism (7) extends to all ideals I: if I = (β1, . . . , βi)

just apply (7) with R replaced by R′ = R/(β1, . . . , βi−1), T replaced by T ⊗ R′,
and I = βiR

′.
The Selmer structure F∗ on T ∗[I] is the one induced on it (as a submodule)

by the Selmer structure F∗ on T ∗ (see Example 1.3.3). Consider the commutative
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diagram

0→H1
F∗(Q, T

∗[I])→H1(QΣ(F)/Q, T ∗[I])→
⊕

`∈Σ(F)

H1(Q`, T
∗[I])/H1

F∗(Q`, T
∗[I])

↓ ↓ ↓

0→H1
F∗(Q, T

∗)[I]→H1(QΣ(F)/Q, T ∗)[I]→
⊕

`∈Σ(F)

H1(Q`, T
∗)/H1

F∗(Q`, T
∗).

The rows are exact by definition of H1
F∗ , (7) shows that the center vertical map is

an isomorphism, and by definition of the induced Selmer structure the right-hand
vertical map is injective. Therefore the left-hand vertical map is an isomorphism,
which proves the lemma. �

Lemma 3.5.4. Suppose R is artinian and principal of length k, T satisfies (H.0),
(H.1), (H.3), and (H.6), 0 < i ≤ k, and π is a generator of m. Then the injection
πk−i : T/miT ↪→ T induces isomorphisms

[πk−i] : H1
F (Q, T/miT ) −→ H1

F (Q, T )[mi],

[πk−i] : H1(Q, T/miT ) −→ H1(Q, T )[mi],

and H1
F (Q, T )[mi] = ker[H1

F (Q, T )→ H1
F (Q, T/mk−iT )].

Proof. As in the proof of Lemma 3.5.3 (using Lemma 3.5.2), cohomology of
the exact sequences

0 −→ T/miT
πk−i

−−−−→ T −→ T/mk−iT −→ 0

0 −→ T/mk−iT
πi

−−−→ T

shows that [πk−i] : H1(Q, T/miT )→ H1(Q, T )[mi] is an isomorphism.
It is easy to check that [πk−i] mapsH1

F (Q, T/miT ) intoH1
F (Q, T )[mi]. To prove

the lemma we need to show that [πk−i]−1H1
F (Q, T ) satisfies the local conditions

to lie in H1
F (Q, T/miT ). For primes ` ∈ Σ(F) this holds by (H.6), so suppose

` /∈ Σ(F). We need to show that [πk−i]−1H1
f (Q`, T ) ⊂ H1

f (Q`, T/m
iT ).

Writing I` for the inertia group in GQ`
, we have a diagram with exact rows

0 ↪→ H1
f (Q`, T/m

iT ) −−−−→ H1(Q`, T/m
iT ) −−−−→ Hom(I`, T/miT )

[πk−i]

y [πk−i]

y [πk−i]

y
0 ↪→ H1

f (Q`, T ) −−−−→ H1(Q`, T ) −−−−→ Hom(I`, T ).

The right-hand vertical map is injective, so if c ∈ H1(Q`, T/m
iT ) and [πk−i]c is

unramified, then c is unramified. �

Definition 3.5.5. Recall the set Pk of Definition 3.1.6, and let Nk = N (Pk)
be the corresponding set of positive integers as in Definition 2.2.1: all squarefree
products of primes in Pk.

Lemma 3.5.6. Suppose k ∈ Z+ and T satisfies (H.0), and pd generates the
kernel of the map Zp → R/mk.

(i) Suppose τ ∈ GQ satisfies (H.2). If ` /∈ Σ(F) and the Frobenius class of `
in Gal(Q(T/mkT,µpd)/Q) is the conjugacy class of τ , then ` ∈ Pk.
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(ii) Suppose R is principal and artinian of length k, and ` ∈ Pk. Then
H1

f (Q`, T ), H1
s (Q`, T ), H1

f (Q`, T
∗), and H1

s (Q`, T
∗) are free of rank one

over R, and the map φfs
` of Definition 1.2.2 is an isomorphism.

Proof. If the Frobenius of ` in Gal(Q(T/mkT,µpk)/Q) belongs to the conju-
gacy class of τ , then

T/(mkT + (Fr` − 1)T ) = T/(mkT + (τ − 1)T )

which is free of rank one over R/mk by (H.2). Further

P`(1) = det(1− Fr`|T ) ≡ det(1− τ | T ) = 0 (mod mk)

and, writing εcycl for the cyclotomic character,

`− 1 = εcycl(Fr`)− 1 ≡ εcycl(τ)− 1 = 0 (mod pd)

so I` ⊂ mk. Thus ` ∈ Pk, which proves (i).
For (ii), suppose ` ∈ Pk. Then Lemma 1.2.3 shows that H1

f (Q`, T ) and
H1

s (Q`, T ) are free of rank one and φfs
` is an isomorphism. Local duality (Proposi-

tion 1.3.2) gives perfect pairings

H1
f (Q`, T

∗)×H1
s (Q`, T )→ Qp/Zp, H1

s (Q`, T
∗)×H1

f (Q`, T )→ Qp/Zp.

Since R is artinian and principal we conclude that H1
f (Q`, T

∗) and H1
s (Q`, T

∗) are
free of rank one over R as well. �

3.6. Choosing useful primes

In this section we apply the Cebotarev theorem carefully to produce primes with
properties that we will need in the following sections. For this section we assume
that R is artinian and principal, and that T is an R[[GQ]]-module satisfying the
Hypotheses (H.0-5) of §3.5. In particular, it is (only) for the results of this section
that we use (H.4).

Note that T ∗ also satisfies (H.0-5), so the arguments below for T apply equally
to T ∗.

This section is devoted to the proofs of the following two propositions.

Proposition 3.6.1. Suppose c1, c2 ∈ H1(Q, T ) and c3, c4 ∈ H1(Q, T ∗) are all
nonzero. For every k ∈ Z+ there is a set S ⊂ Pk of positive density such that for
every ` ∈ S, the localizations (ci)` are all nonzero.

Proposition 3.6.2. Fix a finite R-submodule C ⊂ H1(Q, T ), a homomorphism
φ : C → R, and k ∈ Z+. Suppose that the image of R → End(T ) is contained in
the image of Zp[[GQ]]→ End(T ).

(i) There is a set S ⊂ Pk of positive density such that for every ` ∈ S,

ker[loc` : C → H1(Q`, T )] = ker(φ)

where loc` is localization at `.
(ii) Suppose in addition that (H.4a) holds, that D is a finite submodule of

H1(Q, T ∗), and that ψ : D → R is a homomorphism. Then there is a set
S ⊂ Pk of positive density such that for every ` ∈ S,

ker[loc` : C → H1(Q`, T )] = ker(φ), ker[loc` : D → H1(Q`, T
∗)] = ker(ψ).
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Propositions 3.6.1 and 3.6.2 will be proved below.
Increasing k if necessary, we may assume that mk = 0. Let F = Q(T,µpk) =

Q(T, T ∗,µpk), and note that F is a finite Galois extension of Q. Fix τ ∈ GQ

satisfying (H.2).
Suppose that C ⊂ H1(Q, T ) is a finite submodule, and consider the composition

C
resF−−−→ H1(F, T )GQ = Hom(GF , T )GQ −→ Hom(GF , T/(τ − 1)T ). (8)

The first map is injective by (H.3). If f belongs to the kernel of the last map then the
image of f is a GQ-stable subgroup of (τ −1)T . Using (H.1) and (H.2) we conclude
that f = 0, and hence the composition (8) is injective. Let FC be the smallest
extension of F such that the image of C in Hom(GF , T ) factors through Gal(FC/F ).
Then FC/Q is Galois, and Gal(F/Q) acts on Gal(FC/F ) by conjugation.

Proof of Proposition 3.6.1. Let Ci be the R-module generated by ci. Let
F , FC1 , and FC2 be as defined above, and FC3 , FC4 the analogous fields defined
with T ∗ instead of T . We will write simply Fi for FCi

.
Define H1,H2 ⊂ GF by

Hi = {γ ∈ GF : ci(τγ) = 0 in T/(τ − 1)T}.
Note that ci(τγ) is well-defined in T/(τ − 1)T since γ acts trivially on T . Define
H3,H4 similarly with T ∗ in place of T .

If γ ∈ GF − Hi and ` is a rational prime whose Frobenius conjugacy class in
Gal(Fi/Q) is the class of τγ, then (ci)` 6= 0 and Lemma 3.5.6(i) shows that ` ∈ Pk.

Let µ be Haar measure on GF , normalized so that µ(GF ) = 1, and let c̄i be
the image of ci in Hom(GF , T/(τ − 1)T ) under (8). For every i, Hi is either empty
or a coset of ker(c̄i), so

µ(Hi) ≤ 1/|c̄i(GF )| ≤ 1/p (9)

the last inequality by the injectivity of (8).
Suppose first that (H.4b) holds. Then µ(Hi) ≤ 1/5, so

µ(H1 ∪H2 ∪H3 ∪H4) < 1 = µ(GF ).

Choose a γ ∈ GF − (H1 ∪H2 ∪H3 ∪H4), and let S be the set of rational primes
whose Frobenius conjugacy class in Gal(F1F2F3F4/Q) is the class of τγ. Then S
satisfies the conclusions of the proposition.

Now suppose hypothesis (H.4a) holds, so T/mT and T ∗[m] have no nonzero
isomorphic Fp[[GQ]]-subquotients. The map (8) identifies Gal(F1F2/F ) (resp.
Gal(F3F4/F )) with a Zp[[GQ]]-stable submodule of HomR(C1 + C2, T ) (resp. of
HomR(C3 + C4, T

∗)), so it follows that F1F2 ∩ F3F4 = F .
Suppose that H1∪H2 = GF . By (9) this is only possible if p = 2 and ker(c̄1) =

ker(c̄2) is a subgroup of index 2 in GF . Since T/(τ −1)T is free of rank one over R,
we conclude that Rc̄1 = c̄2. It follows from the injectivity of (8) that Rc1 = Rc2
and H1 = H2, so H1 ∪H2 cannot be equal to GF .

Similarly H3 ∪H4 6= GF . Choose γ ∈ GF − (H1 ∪H2) and γ∗ ∈ GF − (H3 ∪
H4). Again, if S is the set of rational primes whose Frobenius conjugacy class in
Gal(F1F2/Q) (resp. Gal(F3F4/Q)) is the class of τγ (resp. of τγ∗), then S satisfies
the conclusions of the proposition. �

Lemma 3.6.3. Suppose that the image of R→ End(T ) is contained in the image
of Zp[[GQ]]→ End(T ).
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(i) The map Gal(FC/F )→ HomR(C, T ) induced by the first part of (8) is a
Zp[[GQ]]-isomorphism.

(ii) The map Gal(FC/F ) → HomR(C, T/(τ − 1)T ) induced by (8) is surjec-
tive.

Proof. We will prove (i), and then (ii) follows from assumption (H.2).
The map of (i) is Gal(F/Q)-equivariant, so its image is Zp[[GQ]]-stable and

hence by our assumption is an R-submodule of HomR(C, T ). We give Gal(FC/F )
the structure of an R-module by identifying it with its image in HomR(C, T ). In
particular every Jordan-Holder factor of Gal(FC/F ) is a Jordan-Holder factor of
T , and hence (since T/mT is irreducible by (H.1)) is equal to T/mT .

With this definition, the composition (8) factors through an injection of R-
modules

C ↪→ HomR[[GQ]](Gal(FC/F ), T ).
Now using the fact that R is artinian and principal we have

HomR[[GQ]](T/mT, T ) = HomR[[GQ]](T/mT, T [m]) ∼= HomR[[GQ]](T/mT, T/mT )

which is free of rank one over k since T/mT is absolutely irreducible. Hence we see
by induction on the length of Gal(FC/F ) that

length(C) ≤ length(HomR[[GQ]](Gal(FC/F ), T )) ≤ length(Gal(FC/F ))
rankR(T )

.

By definition the map of (i) is injective, so it must be surjective as well. �

Proof of Proposition 3.6.2. Suppose k is large enough so that mk = 0.
With F and FC as above, let G be the subgroup of Gal(FC/Q) generated by
Gal(FC/F ) and τ . There is a well-defined evaluation homomorphism

ev : G→ Hom(C, T/(τ − 1)T )

where ev(γ) is evaluation of cocycles at γ.
Fix an isomorphism η : T/(τ − 1)T ∼−→ R. By Lemma 3.6.3(ii) we can find

γ ∈ Gal(FC/F ) so that
ev(γ) = (η−1 ◦ φ)− ev(τ).

Fix such a γ. If ` is a rational prime whose Frobenius in Gal(FC/F ) is the conjugacy
class of τγ, and such that every element of C is finite at `, then the composition

C
loc`−−→ H1

f (Q`, T ) ∼−→ T/(Fr` − 1)T = T/(τ − 1)T

is the map
ev(Fr`) = ev(τγ) = η−1 ◦ φ

so in particular ker(loc`) = ker(φ). Also by Lemma 3.5.6(i) ` ∈ Pk, so this proves
(i).

Now repeat the argument above with T replaced by T ∗ and C replaced by D.
Then with the obvious notation, there is an element δ ∈ Gal(FD/F ) such that if
` is a rational prime whose Frobenius in Gal(FD/F ) is the conjugacy class of τδ,
and such that every element of D is finite at `, then ker(loc`) = ker(ψ) in D.

We claim that FC∩FD = F . For by Lemma 3.6.3(i), every simple subquotient of
the Zp[[GQ]]-module Gal(FC∩FD/F ) is isomorphic both to a subquotient of T/mT
and to a subquotient of T ∗[m]. By our assumption (H.4a) every such module must
be zero.
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Now define S to be the set of rational primes whose Frobenius in Gal(FC/F )
(resp. Gal(FD/F )) is the conjugacy class of τγ (resp. τδ), and such that every
element of C and every element of D is finite at `. Then S satisfies the conclusions
of (ii). �

3.7. Some remarks about hypothesis (H.6)

In practice, the conditions (H.0) through (H.6) of §3.5 are generally straight-
forward to verify with the possible exception of (H.6). In this section we discuss
(H.6), and give sufficient conditions for it to hold.

Lemma 3.7.1. Suppose R is a discrete valuation ring and for every ` ∈ Σ(F)
the R-module H1(Q`, T )/H1

F (Q`, T ) is torsion-free. Then for every k ∈ Z+,

(i) the induced Selmer structure on the R/mk-module T/mkT satisfies (H.6),
(ii) the map T → T/mkT induces an injection

H1
F (Q, T )/mkH1

F (Q, T ) ↪→ H1
F (Q, T/mkT ).

whose cokernel has order bounded independently of k.

Proof. Fix a prime ` ∈ Σ(F), integers i, j, with 0 < i ≤ j ≤ k, and a
generator π of m. Consider the diagram with exact rows (all cohomology groups
are over Q`)

H1(T ) πi

−−−−→ H1(T ) −−−−→ H1(T/miT ) −−−−→ H2(T )[mi] −−−−→ 0

id

y πj−i

y [πj−i]

y y∩
H1(T ) πj

−−−−→ H1(T ) −−−−→ H1(T/mjT ) −−−−→ H2(T )[mj ] −−−−→ 0.

Suppose c ∈ H1(Q`, T/m
iT ) and [πj−i]c ∈ H1

F (Q`, T/m
jT ). To prove that (H.6)

holds for T/mkT , we need to show that c ∈ H1
F (Q`, T/m

iT ).
By definition (Example 2.1.7) of the Selmer structure on T/mjT , the fact

that [πj−i]c ∈ H1
F (Q`, T/m

jT ) means that there is a d′ ∈ H1
F (Q`, T ) whose

image in H1(Q`, T/m
jT ) is [πj−i]c. From the diagram it follows that there is

a d ∈ H1(Q`, T ) whose image in H1(Q`, T/m
iT ) is c. But then πj−id − d′ ∈

πjH1(Q`, T ), so adjusting d if necessary we may assume that πj−id = d′. If
H1(Q`, T )/H1

F (Q`, T ) is torsion-free then we conclude that d ∈ H1
F (Q`, T ), and

hence c ∈ H1
F (Q`, T/m

iT ). This proves (i).
Write G = Gal(QΣ(F)/Q). Let f denote the map of (ii) and C its cokernel.

By definition we have an injection

H1(G,T )/H1
F (Q, T ) ↪→

⊕
`∈Σ(F)

H1(Q`, T )/H1
F (Q`, T ), (10)

and the R-modules on the right are all torsion-free by our assumption on the
H1
F (Q`, T ). Therefore H1(G,T )/H1

F (Q, T ) is torsion-free as well. This proves
the injectivity of the map g1 in

0 −−−−→ H1
F (Q, T )/mk f−−−−→ H1

F (Q, T/mk) −−−−→ C −−−−→ 0

g1

y g2

y g3

y
0 −−−−→ H1(G,T )/mk −−−−→ H1(G,T/mk) −−−−→ H2(G,T )[mk] −−−−→ 0.
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It follows that f is injective, and hence both rows of the diagram are exact. Since
g2 is injective we have a snake lemma isomorphism

ker(g3)
∼−→ ker[coker(g1)→ coker(g2)],

and the latter is the kernel of the composition

H1(G,T )/(H1
F (Q, T ) + mkH1(G,T ))

−→
⊕

`∈Σ(F)

H1(Q`, T )/(H1
F (Q`, T ) + mkH1(Q`, T )

−→
⊕

`∈Σ(F)

H1(Q`, T/m
kT )/H1

F (Q`, T/m
kT ).

Another straightforward diagram-chasing argument shows that the second map is
injective. The kernel of the first map is D[mk] where D is the cokernel of (10).
Thus we have

length(C) ≤ length(D[mk]) + length(H2(G,T )[mk]).

Since D and H2(G,T ) are finitely-generated R-modules, this is bounded indepen-
dently of k. This proves (ii). �

Remark 3.7.2. Suppose R is the integer ring of a local field. IfH1
F (Q`, T ) is the

subgroup H1
f (Q`, T ) defined by Bloch and Kato [BK], then H1(Q`, T )/H1

F (Q`, T )
is torsion-free and Lemma 3.7.1(i) shows that (H.6) is satisfied for all quotients of
R. Similarly if H1

F (Q`, T ) = H1(Q`, T ) then Lemma 3.7.1 applies.

Lemma 3.7.3. Suppose that R is artinian and principal, F satisfies (H.6), and
j ∈ Z+. Then the induced Selmer structure on the R/mj-module T/mjT satisfies
(H.6).

Proof. This clear from the statement of (H.6), since QuotR(T/mjT ) is a sub-
category of QuotR(T ). �

Lemma 3.7.4. Suppose R is artinian and principal of length k, (H.2) holds, F
satisfies (H.6), and n ∈ Nk. Then F (n) satisfies (H.6).

Proof. Fix a prime ` dividing n; we need to check the condition of (H.6) for
`.

Fix a generator π of m, and 0 < i ≤ k. We have a commutative diagram,
where the left-hand horizontal maps come from the splitting of Lemma 1.2.4, and
the isomorphisms on the right are from Lemma 1.2.1(i)

H1(Q`, T/m
iT ) −−−−→ H1

f (Q`, T/m
iT ) ∼−−−−→ T/(πi,Fr` − 1)T

[πk−i]

y [πk−i]

y [πk−i]

y
H1(Q`, T ) −−−−→ H1

f (Q`, T ) ∼−−−−→ T/(Fr` − 1)T.

We have ` ∈ Pk, so H1
f (Q`, T ) (resp. H1

f (Q`, T/m
iT )) is free of rank one over R

(resp. over R/mi) by Lemma 3.5.6(ii). Hence the right-hand and center vertical
maps are injective. Thus if c ∈ H1(Q`, T/m

iT ) and [πk−i]c projects to zero in
H1

f (Q`, T ), then c projects to zero in H1
f (Q`, T/m

iT ), i.e., c ∈ H1
F (n)(Q`, T/m

iT ).
This proves the lemma. �



CHAPTER 4

Kolyvagin Systems over Principal Artinian Rings

We now study Kolyvagin systems in the simplest setting, where R is artinian
and principal (e.g., R = Z/pkZ). In Chapter 5 we will study Kolyvagin systems
over integral domains by reducing to the case of principal artinian rings.

We assume for all of Chapter 4 that R is a principal local artinian ring, and
we let k = length(R), i.e., mk = 0 and mk−1 6= 0. Clearly the quotient of a discrete
valuation ring by the k-th power of its maximal ideal is such a ring; conversely it
is not difficult to show that every principal local artinian ring is a quotient of a
discrete valuation ring (but we will not need this).

We fix for all of Chapter 4 a Selmer triple (T,F ,P) satisfying hypotheses (H.0)
through (H.6) of §3.5. By propagating the Selmer structure F to quotients of T
we get Selmer triples (T/miT,F ,P) (with R replaced by R/mi) for 0 < i ≤ k. We
will usually suppress F and P from the notation. By restricting to P ∩Pk, we will
also assume that P ⊂ Pk. Thus N ⊂ Nk, so for all n ∈ N the ideal In vanishes,
and the stalk of the Selmer sheaf H at n is H(n) = H1

F (n)(Q, T ) ⊗ Gn. Also, for
every ` in P, Lemma 3.5.6(ii) shows that H1

f (Q`, T ), H1
s (Q`, T ), H1

f (Q`, T
∗), and

H1
s (Q`, T

∗) are free of rank one over R, and φfs
` is an isomorphism.

Note that since R is principal artinian, T ∗ is also a free R-module; this is not
true for general R.

Since we will use it frequently, we let T̄ = T/mT . Then T̄ ∗ = T ∗[m].

4.1. The core Selmer module

Lemma 4.1.1. Suppose n ∈ N and 0 < i ≤ k.
(i) The exact sequence 0 → T/miT → T → T/mk−iT → 0 induces an iso-

morphism H1
F (n)(Q, T/m

iT ) ∼= H1
F (n)(Q, T )[mi] and an exact sequence

0 −→ H1
F (n)(Q, T )[mi] −→ H1

F (n)(Q, T ) −→ H1
F (n)(Q, T/m

k−iT ).

(ii) The inclusion T ∗[mi] ↪→ T ∗ induces an isomorphism

H1
F (n)∗(Q, T

∗[mi]) ∼−→ H1
F (n)∗(Q, T

∗)[mi].

Proof. By Lemma 3.7.4, (T,F (n),P) satisfies the hypotheses (H.0) through
(H.6). Thus (i) follows from Lemma 3.5.4, and (ii) follows from Lemma 3.5.3. �

Definition 4.1.2. For every n ∈ N define

λ(n, T ) = length(H1
F (n)(Q, T )) = length(H(n)),

λ(n, T ∗) = length(H1
F (n)∗(Q, T

∗)).

Note that the second definition is equivalent to the first applied to T ∗, since F (n)∗ =
F∗(n) by Example 2.3.2. These definitions apply equally well when T is replaced
by T/mi for i ∈ Z+.

35
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Proposition 4.1.3. If n ∈ N then

λ(n, T̄ ) = 0 ⇐⇒ λ(n, T ) = 0, λ(n, T̄ ∗) = 0 ⇐⇒ λ(n, T ∗) = 0.

Proof. By Lemma 4.1.1 we have

H1
F (n)(Q, T̄ ) = H1

F (n)(Q, T )[m], H1
F (n)∗(Q, T̄

∗) = H1
F (n)∗(Q, T

∗)[m]

and the proposition follows. �

Proposition 4.1.4. The differences λ(n, T )−λ(n, T ∗) are independent of n ∈
N .

Proof. This follows immediately from Corollary 2.3.6 and Lemma 3.5.6(ii).
�

Theorem 4.1.5. There are nonnegative integers r, s, one of which can be taken
to be zero, such that for every n ∈ N there is a noncanonical isomorphism

H1
F (n)(Q, T )⊕Rr ∼= H1

F (n)∗(Q, T
∗)⊕Rs.

Proof. Since R is principal, every finitely generated R-module is a direct sum
of cyclic modules R/mji . It follows that the isomorphism class of an R-module B
is determined by the numerical function on {1, 2, . . . , k}

i 7→ length(B[mi]).

Thus to prove the theorem we need to show that there is an integer t such that

length(H1
F (n)(Q, T )[mi])− length(H1

F (n)∗(Q, T
∗)[mi]) = ti

for 1 ≤ i ≤ k and for every n ∈ N . By Lemma 4.1.1 the left-hand side of this
equation is λ(n, T/miT )− λ(n, T ∗[mi]), which is independent of n by Proposition
4.1.4, so we need only consider n = 1.

Proposition 2.3.5 gives a formula for λ(n, T/miT )− λ(n, T ∗[mi]) in which the
first two terms are zero by Lemma 3.5.2, and the others are linear in i by Lemma
1.1.5 and hypothesis (H.6). Therefore λ(n, T/miT )− λ(n, T ∗[mi]) has the desired
form, and the theorem follows. �

The next lemma is an application of the Global Duality Theorem 2.3.4, and is
crucial in many of the calculations that follow.

Lemma 4.1.6. Suppose ` is prime and n` ∈ N . We have the following diagrams
of inclusions, in which the labels on the arrows are the lengths of the corresponding
cyclic cokernels.

H1
F`(n)(Q, T )

H1
F (n)(Q, T )

. �

a

==||||||||
H1
F (n`)(Q, T )

0 P

b

aaBBBBBBBB

H1
F`(n)(Q, T )

. �
d

==||||||||0 P
c

aaBBBBBBBB

H1
F`(n)∗(Q, T

∗)

H1
F (n)∗(Q, T

∗)
. �

c∗
<<zzzzzzzz

H1
F (n`)∗(Q, T

∗)
0 P

d∗
bbDDDDDDDD

H1
F`(n)∗(Q, T

∗)
. � b∗

<<zzzzzzzz0 Pa∗

bbDDDDDDDD

These lengths satisfy
(i) 0 ≤ a, b, c, d, a∗, b∗, c∗, d∗ ≤ k,
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(ii) a+ c = b+ d, a∗ + c∗ = b∗ + d∗,
(iii) a+ a∗ = b+ b∗ = c+ c∗ = d+ d∗ = k,
(iv) a ≥ d, b ≥ c, c∗ ≥ b∗, d∗ ≥ a∗.

Proof. By definition

H1
F (n)(Q, T ) = ker[H1

F`(n)(Q, T )→ H1
s (Q`, T )],

H1
F`(n)(Q, T ) = ker[H1

F (n)(Q, T )→ H1
f (Q`, T )],

etc. The two diagrams come from the definitions in this way. Since H1
f (Q`, T ),

H1
s (Q`, T ), H1

f (Q`, T
∗), and H1

s (Q`, T
∗) are all free of rank one over R by Lemma

3.5.6(ii), the inequalities (i) hold. The equalities (ii) are immediate from the dia-
grams.

The equality a + a∗ = k follows from the Global Duality Theorem 2.3.4 with
G1 = F (n) and G2 = F`(n), and similarly for the other three equalities of (iii).
Finally, by definition H1

F (n)(Q, T ) ∩ H1
F (n`)(Q, T ) = H1

F`(n)(Q, T ). The first two
inequalities of (iv) follow from this, and the other two similarly with (T,F) replaced
by (T ∗,F∗). �

Lemma 4.1.7. Suppose n` ∈ N with ` prime.
(i) |λ(n`, T )− λ(n, T )| ≤ k and |λ(n`, T ∗)− λ(n, T ∗)| ≤ k.
(ii) If the localization map H1

F (n)(Q, T )→ H1
f (Q`, T ) is surjective, then

H1
F (n`)∗(Q, T

∗) = H1
F`(n)∗(Q, T

∗) ⊂ H1
F (n)∗(Q, T

∗).

(iii) The image of the composition

mλ(n,T∗)H1
F (n)(Q, T ) loc`−−→ H1

f (Q`, T )
φfs

`−−→ H1
s (Q`, T )

is equal to the image of mλ(n`,T∗)H1
F (n`)(Q, T ) loc`−−→ H1

s (Q`, T ).
(iv) If both localization maps

H1
F (n)(Q, T )[m]→ H1

f (Q`, T ), H1
F (n)∗(Q, T

∗)[m]→ H1
f (Q`, T

∗)

are nonzero, then λ(n`, T̄ ) = λ(n, T̄ )− 1 and λ(n`, T̄ ∗) = λ(n, T̄ ∗)− 1.

Proof. Consider the diagrams of Lemma 4.1.6. Assertion (i) is immediate.
Recall (Lemma 3.5.6(ii)) that H1

f (Q`, T ), H1
s (Q`, T ), H1

f (Q`, T
∗), and H1

s (Q`, T
∗)

are free of rank one over R, and φfs
` is an isomorphism.

If the localization map in (ii) is surjective, then c = k in the left-hand diagram
of Lemma 4.1.6. Therefore by (iii) and (iv) of that lemma, b∗ = 0, which proves
(ii).

To prove (iii) it is enough to show that length(Cn) = length(Cn`) where Cn
and Cn` are the images of mλ(n,T∗)H1

F (n)(Q, T ) and mλ(n`,T∗)H1
F (n`)(Q, T ), re-

spectively, under localization at `. The left-hand diagram of Lemma 4.1.6 shows
that

length(Cn) = max{0, c− λ(n, T ∗)}, length(Cn`) = max{0, d− λ(n`, T ∗)}.

The right-hand diagram shows that

λ(n, T ∗)− λ(n`, T ∗) = d∗ − c∗ = c− d,

so length(Cn) = length(Cn`).
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For (iv), if the localization maps in question are nonzero, then using Lemma
4.1.1 we see that the localization maps

H1
F (n)(Q, T̄ )→ H1

f (Q`, T̄ ), H1
F (n)∗(Q, T̄

∗)→ H1
f (Q`, T̄

∗)

are surjective. By (ii) we have λ(n`, T̄ ∗) = λ(n, T̄ ∗)−1, and so by Proposition 4.1.4
λ(n`, T̄ ) = λ(n, T̄ )− 1. �

Definition 4.1.8. If m ∈ N and either λ(m,T ) = 0 or λ(m,T ∗) = 0, we say
that m is a core vertex (of the graph X of Definition 3.1.2). By Proposition 4.1.3,
this definition is unchanged if we replace T by T̄ .

Recall that ν(n) denote the number of prime divisors of n ∈ Z+.

Corollary 4.1.9. Let r = min{dimk H
1
F (Q, T̄ ),dimk H

1
F∗(Q, T̄

∗)} and j ≥ k.
(i) If n is a core vertex then ν(n) ≥ r.
(ii) There are core vertices n ∈ Nj with ν(n) = r.
(iii) For every m ∈ Nj there are core vertices n ∈ Nj divisible by m.

Proof. The first assertion follows from Lemma 4.1.7(i).
Suppose m ∈ Nj is not a core vertex, so λ(m, T̄ ) > 0 and λ(m, T̄ ∗) > 0. It

follows easily from Proposition 3.6.1 and Lemma 4.1.7(iv) that there is an ` ∈ Pj
such that λ(m`, T̄ ) = λ(m, T̄ ) − 1 and λ(m`, T̄ ∗) = λ(m, T̄ ∗) − 1. Proceeding
inductively, after r steps we reach an multiple n ∈ Nj of m satisfying ν(n) =
ν(m) + r and λ(n, T̄ )λ(n, T̄ ∗) = 0.

This argument proves (iii), and when m = 1 it proves (ii). �

Theorem 4.1.10. Suppose that n ∈ N is a core vertex. Then H1
F (n)(Q, T ) and

H1
F (n)∗(Q, T

∗) are free R-modules. The ranks of these modules are independent of
the choice of core vertex n, and one of them is zero.

Proof. This is immediate from Theorem 4.1.5. �

Definition 4.1.11. The core Selmer rank of T is the rank of the free R-module
H1
F (n)(Q, T ) for any core vertex n. We will denote the core rank of T by χ(T ).

Similarly we define χ(T ∗) = rankR(H1
F (n)∗(Q, T

∗)) for any core vertex n. By
Theorem 4.1.10 these nonnegative integers are well-defined, independent of the
choice of n, and one of them is zero.

Example 4.1.12. Suppose that R is a quotient of a discrete valuation ring D,
and T = T0 ⊗ R where T0 is a free D-module of finite rank with a continuous
action of GQ, unramified outside a finite set of primes. Then the canonical Selmer
structure Fcan on T induced from T0 (Definition 3.2.1) satisfies (H.6) by Lemma
3.7.1. We will show in Theorem 5.2.15 below that

χ(T,Fcan) = rankDT−0 + corankDH0(Qp, T
∗
0 )

where T−0 denotes the submodule of T0 on which (some fixed) complex conjugation
acts by −1.

See §6.1 and §6.2, especially Propositions 6.1.6 and 6.2.2, for important exam-
ples with χ(T ) = 1.

Theorem 4.1.13. (i) If χ(T ) > 0 then χ(T ∗) = 0 and for every i ≥ 0
and every n ∈ N ,

H1
F (n)(Q, T/m

iT ) ∼= (R/mi)χ(T ) ⊕H1
F (n)∗(Q, T

∗[mi])
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(ii) If χ(T ) = 0 then for every i ≥ 0 and every n ∈ N ,

H1
F (n)∗(Q, T

∗[mi]) ∼= (R/mi)χ(T∗) ⊕H1
F (n)(Q, T/m

iT ).

Proof. Taking n to be a core vertex shows that r = χ(T ∗) and s = χ(T ) in
Theorem 4.1.5, so for i ≥ k the theorem is immediate from Theorem 4.1.5. Taking
the mi-torsion and applying Lemma 4.1.1 proves the theorem for arbitrary i. �

Corollary 4.1.14. If χ(T ) > 0 then for every n ∈ N
λ(n, T )− λ(n, T ∗) = kχ(T ).

If χ(T ) = 0 then for every n ∈ N
λ(n, T )− λ(n, T ∗) = −kχ(T ∗).

Proof. This follows immediately from Theorem 4.1.13. �

Definition 4.1.15. Suppose χ(T ) > 0, so χ(T ∗) = 0. If ν(n) is less than
dimk H

1
F∗(Q, T̄

∗) then Lemma 4.1.7(i) (applied to T̄ ) shows that λ(n, T̄ ∗) > 0, and
hence n is not a core vertex. On the other hand, Corollary 4.1.9(ii) shows that
there exist core vertices n with ν(n) = dimk H

1
F∗(Q, T̄

∗); we will call such an n a
leading vertex.

Note that if 1 is a core vertex (i.e., if H1
F∗(Q, T

∗) = 0) then 1 is the only leading
vertex.

Theorem 4.1.16. Suppose (in addition to our other standard hypotheses) that
χ(T ) > 0, that 1 is not a core vertex, that (H.4a) holds, and that the image of
R→ End(T ) is contained in the image of Zp[[GQ]]→ End(T ).

Suppose L ⊂ H1
F (Q, T ) and dimk(L[m]) = χ(T ). Then there are infinitely

many leading vertices n ∈ N such that L ⊂ H1
F (n)(Q, T ).

Proof. Let j = dimk H
1
F (Q, T̄ )− χ(T ). Then by Lemma 4.1.1 and Theorem

4.1.13(i),
j = dimk H

1
F∗(Q, T̄

∗) = dimk H
1
F∗(Q, T

∗)[m] ≥ 1
and

j = dimk H
1
F (Q, T )[m]− dimk(L[m]).

Choose homomorphisms φ1, . . . , φj : H1
F (Q, T ) → R such that ∩i ker(φi) = L and

ψ1, . . . , ψj : H1
F∗(Q, T

∗)→ R such that ∩i ker(ψi) = 0. Using Proposition 3.6.2(ii)
choose primes `1, . . . , `j ∈ P so that for every i,

ker[loc`i : H1
F (Q, T )→ H1(Q`i , T )] = ker(φi),

ker[loc`i : H1
F∗(Q, T

∗)→ H1(Q`i , T
∗)] = ker(ψi).

In particular if n =
∏
i `i then ν(n) = dimk H

1
F∗(Q, T̄

∗) and L = H1
Fn

(Q, T ) ⊂
H1
F (n)(Q, T ), so we only need to show that n is a core vertex. Since Proposition

3.6.2 provides infinitely many `i with the desired properties, this will give infinitely
many suitable n.

By construction we have injections

H1
F (Q, T̄ )/L[m] ↪→

⊕
i

H1
f (Q`i , T̄ ), H1

F∗(Q, T̄
∗) ↪→

⊕
i

H1
f (Q`i , T̄

∗).

Applying Lemma 4.1.7(iv) inductively to ni =
∏
t≤i `t shows that λ(ni, T̄ ∗) = j− i,

so n = nj is a core vertex as desired, and the proof is complete. �
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Remark 4.1.17. Theorem 4.1.16 is not true without the assumption that the
image of R → End(T ) is contained in the image of Zp[[GQ]] → End(T ). Consider
the case where R = k is a field, and T = T0⊗k with an Fp[[GQ]]-module T0. Then
H1
F (n)∗(Q, T

∗) = H1
F (n)∗(Q, T

∗
0 ) ⊗ k for every n, so only Fp-rational subspaces L

can occur as the stalk at a leading vertex.

4.2. Kolyvagin systems and the core rank

The existence or nonexistence of Kolyvagin systems is completely determined
by the core Selmer rank. Namely,

χ(T ) = 0⇒ KS(T ) = 0,

χ(T ) = 1⇒ KS(T ) is free of rank one over R,

χ(T ) > 1⇒ KS(T ) contains a free R-module of rank r for every r.

The first assertion is Theorem 4.2.2 below. The other two will follow using Howard’s
Theorem 4.3.3 and (for the second one) the other results of §4.3 and §4.4. See §4.5.

Lemma 4.2.1. Suppose κ ∈ KS(T ) and n ∈ N . If ` ∈ P is such that

(a) localization at ` maps mλ(n,T∗)H1
F (n)(Q, T ) to zero,

(b) κn` ∈ mλ(n`,T∗)H1
F (n`)(Q, T )⊗Gn`,

then (κn)` = 0.

Proof. Let c and d be as in the left-hand diagram of Lemma 4.1.6. Then

λ(n`, T ) = λ(n, T )− c+ d.

It follows from condition (a) that c ≤ λ(n, T ∗), and then by Proposition 4.1.4
d ≤ λ(n`, T ∗). Thus it follows from (b) that (κn`)` = 0. Now by definition of a
Kolyvagin system, we conclude that (κn)` = 0. �

Theorem 4.2.2. If the core rank χ(T ) = 0, then KS(T ) = 0.

Proof. Since χ(T ) = 0, Theorem 4.1.13 shows that λ(n, T ) ≤ λ(n, T ∗) for
every n ∈ N . In particular mλ(n,T∗)H1

F (n)(Q, T ) = 0 for every n, so condition (a)
of Lemma 4.2.1 is always satisfied.

Suppose κ ∈ KS(T ). We will prove that κn = 0 for every n ∈ N by induction
on λ(n, T̄ ). If λ(n, T̄ ) = 0 then H1

F (n)(Q, T ) = 0 by Proposition 4.1.3, and there is
nothing to prove.

Choose n ∈ N with λ(n, T̄ ) > 0, and suppose that κn 6= 0. Since χ(T ) = 0,
Theorem 4.1.13 shows that λ(n, T̄ ∗) > 0 as well. Therefore we can use Proposition
3.6.1 to choose a prime ` satisfying

(a) (κn)` 6= 0,
(b) the localization maps

H1
F (n)(Q, T )[m]→ H1

f (Q`, T ), H1
F (n)∗(Q, T

∗)[m]→ H1
f (Q`, T

∗)

are both nonzero.
It follows from (b) and Lemma 4.1.7(iv) that λ(n`, T̄ ) < λ(n, T̄ ). Hence our induc-
tion hypothesis applies, and so κn` = 0. In particular we can apply Lemma 4.2.1
to conclude that (κn)` = 0, which contradicts (a). Hence κn = 0. �
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4.3. The sheaf of stub Selmer modules

We define a subsheaf of the Selmer sheaf H = HT = H(T,F,P) of Definition
3.1.2 as follows.

Definition 4.3.1. The sheaf of stub Selmer modules H′ = H′(T,F,P) ⊂ HT is
the subsheaf of H defined by

• H′(n) = mλ(n,T∗)H(n) = mλ(n,T∗)H1
F (n)(Q, T )⊗Gn ⊂ H(n) if n ∈ N ,

• H′(e) is the image of H′(n) in H(e) = H1
s (Q`, T )⊗Gn` under the vertex-

to-edge map of H, if e is an edge joining n and n`,

and the vertex-to-edge maps are the restrictions of those of the sheaf H:

• H′(n)→ H′(e) is localization at ` followed by φfs
` ,

• H′(n`)→ H′(e) is localization at `.

The latter map is well-defined (its image lies inH′(e)), and both maps are surjective,
by Lemma 4.1.7(iii).

Clearly we have Γ(H′) ⊂ Γ(H).

Lemma 4.3.2. Suppose n ∈ N . Then H′(n) = 0 if λ(n, T ∗) ≥ k, and oth-
erwise H′(n) is free of rank χ(T ) over R/mk−λ(n,T∗). If x ∈ H′(n) then x ∈
mk−length(Rx)H(n).

Proof. This is immediate from Theorem 4.1.13. �

The following theorem is due to Benjamin Howard. The authors thank him for
including his proof as Appendix B of this paper.

Theorem 4.3.3 (Howard).

(i) For every n the map Γ(H′)→ H′(n) is surjective.
(ii) If χ(T ) = 1, then Γ(H′) has a free R-submodule of rank one.
(iii) If χ(T ) > 1, then for every d, Γ(H′) has a free R-submodule of rank d.

Theorem 4.3.4. Suppose χ(T ) = 1. Then the sheaf H′ is locally cyclic and
connected, and every n ∈ N with λ(n, T ∗) = 0 is a hub.

Before proving Theorem 4.3.4 we give the following corollary.

Corollary 4.3.5. Suppose that χ(T ) = 1. Then the locally cyclic sheaf H′
has trivial monodromy, and Γ(H′) is free of rank one over R.

Proof. Fix n so that λ(n, T ∗) = 0. Using Theorem 4.1.13(i) we see that

H′(n) ∼= H1
F (n)(Q, T ) ∼= R⊕H1

F (n)∗(Q, T
∗) = R

is free of rank one over R. Howard’s Theorem 4.3.3 shows that Γ(H′) contains a free,
rank-one R-submodule, so the corollary follows by Theorem 4.3.4 and Proposition
3.4.4(i). �

The rest of this section is devoted to the proof of Theorem 4.3.4. The reader
may prefer to skip to the applications in the following sections.

We assume for the rest of this section that χ(T ) = 1. The heart of the proof is
a study of the restriction of H′ to a subgraph X 0 defined as follows.
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Definition 4.3.6. Define a subgraph X 0 = X 0(T,F ,P) of the graph X =
X (P) of Definition 3.1.2 as follows. The vertices of X 0 are the core vertices of X ,
the n ∈ N with λ(n, T̄ ∗) = 0. We join n and n` by an edge in X 0 if and only
if the localization map H1

F (n)(Q, T̄ ) → H1
f (Q`, T̄ ) is nonzero (equivalently, is an

isomorphism).
Now define the sheaf H0 on X 0 to be the restriction of the Selmer sheaf H of

Definition 3.1.2 to X 0. Then H0 is also the restriction of the stub Selmer sheaf H′
to X 0, since the vertices of X 0 are precisely those n for which H′(n) = H(n), and
the edges are those e for which H′(e) = H(e).

Lemma 4.3.7. The sheaf H0 is locally free of rank one.

Proof. By Proposition4.1.3, if n is a vertex of X 0 then λ(n, T ∗) = 0 so by
Lemma 4.3.2, H0(n) is free of rank one.

Suppose e is an edge joining n and n` in X 0. As usual we have H1
F (n)(Q, T̄ ) =

H1
F (n)(Q, T )[m] and H1

f (Q`, T̄ ) = H1
f (Q`, T )[m], and H1

F (n)(Q, T ), H1
f (Q`, T ) are

both free of rank one, so the nontriviality of H1
F (n)(Q, T̄ ) → H1

f (Q`, T̄ ) implies
that H1

F (n)(Q, T )→ H1
f (Q`, T ) is an isomorphism. Now by Lemmas 4.1.7(iii) and

3.5.6(ii) the maps from H0(n) and H0(n`) to H0(e) are both isomorphisms. �

The key to the proof of Theorem 4.3.4 is the fact that the graph X 0 is connected
(Theorem 4.3.12 below). Since X 0 was defined in terms of T̄ , we can work with T̄
and k instead of T and R.

Lemma 4.3.8. Suppose n and n` are vertices of X 0. The following are equiva-
lent.

(i) There is an edge of X 0 joining n and n`.
(ii) The localization map H1

F (n)(Q, T̄ )→ H1
f (Q`, T̄ ) is nonzero.

(iii) The localization map H1
F (n)(Q, T̄ )→ H1

f (Q`, T̄ ) is an isomorphism.
(iv) The localization map H1

F (n`)(Q, T̄ )→ H1
s (Q`, T̄ ) is nonzero.

(v) The localization map H1
F (n`)(Q, T̄ )→ H1

s (Q`, T̄ ) is an isomorphism.
(vi) H1

F (n)(Q, T̄ ) 6= H1
F (n`)(Q, T̄ ).

Proof. By the various definitions (i) is equivalent to (ii), (ii) is equivalent to
the assertion H1

F (n)(Q, T̄ ) 6⊂ H1
F (n`)(Q, T̄ ), and (iv) is equivalent to the assertion

H1
F (n`)(Q, T̄ ) 6⊂ H1

F (n)(Q, T̄ ). Since (using Lemma 3.5.6(ii))

dimk H
1
F (n)(Q, T̄ ) = dimk H

1
F (n`)(Q, T̄ ) = dimk H

1
f (Q`, T̄ ) = dimk H

1
s (Q`, T̄ ) = 1,

the remaining equivalences follow. �

Lemma 4.3.9. Suppose n and n` are vertices of the graph X 0. Then there is a
path in X 0 from n to n`.

Proof. If n and n` are connected by an edge there is nothing to prove. So
suppose not, i.e., the localization map H1

F (n)(Q, T̄ )→ H1
f (Q`, T̄ ) is zero. Then by

Lemma 4.3.8 we have H1
F (n)(Q, T̄ ) = H1

F (n`)(Q, T̄ ).
Further, in the diagrams of Lemma 4.1.6 we have c = 0, so c∗ = 1. By definition

of X 0 we have H1
F (n)∗(Q, T̄

∗) = 0, so we deduce that dimk H
1
F`(n)∗(Q, T̄

∗) = 1.
Now applying Proposition 3.6.1 we can choose (using (H.5)) a prime q ∈ P,

prime to n`, such that the localization maps
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(a) H1
F (n)(Q, T̄ ) = H1

F (n`)(Q, T̄ ) ∼−→ H1
f (Qq, T̄ ),

(b) H1
F`(n)∗(Q, T̄

∗) ∼−→ H1
f (Qq, T̄

∗)

are both isomorphisms. By Lemma 4.1.7(ii) it follows from (a) that nq and n`q are
both vertices of X 0, and there is an edge from n to nq and from n` to n`q.

By (b) we have H1
Fq

` (n)∗
(Q, T̄ ∗) = 0, so applying Theorem 2.3.4 with G1 =

Fq` (n) and G2 = Fq(n) shows that the localization map H1
Fq(n)(Q, T̄ )→ H1

f (Q`, T̄ )
is nonzero. From the left-hand diagram of Lemma 4.1.6 (with ` replaced by q), using
that H1

F (n)(Q, T̄ ) 6= H1
F (nq)(Q, T̄ ) by Lemma 4.3.8, we see that H1

Fq(n)(Q, T̄ ) =
H1
F (n)(Q, T̄ )⊕H1

F (nq)(Q, T̄ ). Since the image of H1
F (n)(Q, T̄ ) in H1

f (Q`, T̄ ) is zero,
we conclude that the image of H1

F (nq)(Q, T̄ ) in H1
f (Q`, T̄ ) is nonzero. Therefore

there is an edge in X 0 joining nq to n`q, and so there is a path (n, nq, n`q, n`) in
X 0 from n to n`. �

Proposition 4.3.10. Suppose n is a vertex of X 0 and ν(n) ≥ dimk H
1
F (Q, T̄ ).

Then there is a vertex m of X 0 with ν(m) < ν(n) such that there is a path in X 0

from n to m.

Proof. We consider two cases.
Case 1: for some ` dividing n, the localization map H1

F (n)(Q, T̄ ) → H1(Q`, T̄ ) is
nonzero. In the left-hand diagram of Lemma 4.1.6 applied to n/` and `, we have
d = 1. Since λ(n/`, T̄ ) ≥ χ(T̄ ) = λ(n, T̄ ), we conclude that n/` is a vertex of X 0.
By Lemma 4.3.8 there is an edge of X 0 joining n and n/`.
Case 2: for every ` dividing n, the localization map H1

F (n)(Q, T̄ ) → H1(Q`, T̄ ) is
zero. Then

H1
F (n)(Q, T̄ ) = H1

Fn
(Q, T̄ ) =

⋂
`|n

H1
F`

(Q, T̄ ).

Since this intersection of at least dimk H
1
F (Q, T̄ ) subspaces of H1

F (Q, T̄ ) is non-
empty, there is a proper divisor g of n, say g = n/q for some prime q, such that
H1
Fn

(Q, T̄ ) = H1
Fg

(Q, T̄ ).
If λ(g, T̄ ) = 1 then by Lemma 4.3.9 there is a path from n to g, and again we

are done. So we may assume that λ(g, T̄ ) > 1. By Lemma 4.1.7(i), λ(g, T̄ ) = 2, so
by Corollary 4.1.14 we have H1

F (g)∗(Q, T̄
∗) 6= 0.

Choose nonzero elements c ∈ H1
F (n)(Q, T̄ ) ⊂ H1

F (g)(Q, T̄ ), d ∈ H1
F (g)∗(Q, T̄

∗),
and apply Proposition 3.6.1 to get a prime ` ∈ P, prime to n, such that c` 6= 0 and
d` 6= 0.

By Lemma 4.1.7(iv) we have λ(g`, T̄ ) = 1, so g` is a vertex of X 0. From the
left-hand diagram of Lemma 4.1.6 it follows that H1

F (g`)(Q, T̄ ) ⊂ H1
F (g)(Q, T̄ ), and

hence

H1
F (n)(Q, T̄ ) = ker[H1

F (g)(Q, T̄ )→ H1
f (Qq, T̄ )],

H1
F (g`)(Q, T̄ ) = ker[H1

F (g)(Q, T̄ )→ H1
f (Q`, T̄ )].

Since the class c belongs to the first kernel but not the second, these two kernels
are different; since both are one-dimensional, they are disjoint. It follows that the
localization maps

H1
F (n)(Q, T̄ )→ H1

f (Q`, T̄ ), H1
F (g`)(Q, T̄ )→ H1

f (Qq, T̄ )
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are both nonzero, so by Lemmas 4.1.7(ii) and 4.3.8, n` is a vertex of X 0 and there
are edges joining n to n` and g` to n`.

Finally, we claim that there is a prime r dividing g` such that the localization
map H1

F (g`)(Q, T̄ )→ H1
s (Qr, T̄ ) is nonzero. If not, then

H1
F (g`)(Q, T̄ ) = H1

Fg`
(Q, T̄ ) ⊂ H1

Fn
(Q, T̄ ) = H1

F (n)(Q, T̄ )

which we have seen is not the case. Thus by Case 1 there is an edge connecting g`
and g`/r, and so the path (n, n`, g`, g`/r) satisfies the proposition. �

Proposition 4.3.11. Suppose that n and m are vertices of X 0 and ν(n) =
ν(m) = dimk H

1
F (Q, T̄ )− 1. Then there is a path in X 0 from n to m.

Proof. We will prove this by induction on dimk H
1
F (Q, T̄ ) − ν(gcd(n,m)).

This quantity is always at least one, and when it is equal to one we have n = m
and there is nothing to prove.

Suppose n 6= m, and fix distinct primes q | n and r | m. Applying Lemma
4.1.7(i) repeatedly we conclude that λ(n/q, T̄ ) = λ(m/r, T̄ ) = 2. As in the proof of
Proposition 4.3.10 it follows that

H1
F (n)(Q, T̄ ) = ker[H1

F (n/q)(Q, T̄ )→ H1
f (Qq, T̄ )],

H1
F (m)(Q, T̄ ) = ker[H1

F (m/r)(Q, T̄ )→ H1
f (Qr, T̄ )],

dimk H
1
F (n/q)∗(Q, T̄

∗) = dimk H
1
F (m/r)∗(Q, T̄

∗) = 1.

Choose nonzero elements c ∈ H1
F (n)(Q, T̄ ), c′ ∈ H1

F (m)(Q, T̄ ), d ∈ H1
F (n/q)∗(Q, T̄

∗),
and d′ ∈ H1

F (m/r)∗(Q, T̄
∗). By Proposition 3.6.1 we can find a prime ` ∈ P, prime

to nm, such that c`, c′`, d`, d
′
` are all nonzero.

Exactly as in the proof of Proposition 4.3.10, it follows that
• λ(n`/q, T̄ ) = λ(n`, T̄ ) = 1 and there are edges in X 0 connecting n to n`

and n`/q to n`,
• λ(m`/r, T̄ ) = λ(m`, T̄ ) = 1 and there are edges in X 0 connecting m to
m` and m`/r to m`.

We have ν(gcd(n`/q,m`/r)) = ν(gcd(n,m))+1, so our induction hypothesis shows
that there is a path in X 0 connecting n`/q and m`/r. Therefore there is a path
(n, n`, n`/q, · · · ,m`/r,m`,m) connecting n and m. �

Theorem 4.3.12. The graph X 0 is connected.

Proof. Suppose n and m are vertices of X 0. By Lemma 4.1.7(i), we must
have ν(n), ν(m) ≥ dimk H

1
F (Q, T̄ )− 1. Applying Proposition 4.3.10 inductively we

can find paths connecting n to a vertex n′ and m to a vertex m′ with ν(n′) =
ν(m′) = dimk H

1
F (Q, T̄ ) − 1. By Proposition 4.3.11 there is a path from n′ to m′,

and the proof is complete. �

Proof of Theorem 4.3.4. Since χ(T ) = 1, Lemma 4.3.2 shows that the
stalks of H′ are cyclic. If e is an edge joining vertices n and n`, then the vertex-
to-edge map H′(n)→ H′(e) is surjective by definition, and then H′(n`)→ H′(e) is
surjective by Lemma 4.1.7(iii).

It remains to show that if n ∈ N and λ(n, T ∗) = 0, then n is a hub of H′.
Fix such a vertex n, and let m be any other vertex. We will show by induction on
λ(m, T̄ ∗) that there is a surjective path from n to m.
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Note that n is a vertex of X 0. If λ(m, T̄ ∗) = 0 then m is also a vertex of X 0,
and so there is a path in X 0 from n to m. Every path in X 0 is a surjective path
(because all vertex-to-edge maps in X 0 are isomorphisms by Lemma 4.3.7), so there
is an H′-surjective path from n to m.

Now suppose λ(m, T̄ ∗) > 0. Using Proposition 3.6.1, choose a prime ` ∈ P
such that the localization maps

mk−1H1
F (m)(Q, T )→ H1

f (Q`, T ), H1
F (m)∗(Q, T

∗)[m]→ H1
f (Q`, T

∗)

are both nonzero. (Note that mk−1H1
F (n)(Q, T ) 6= 0 by Theorem 4.1.13.) Then by

Lemma 4.1.7(iv), λ(m`, T̄ ∗) < λ(m, T̄ ∗), so by our induction hypothesis there is an
H′-surjective path from n to m`. Further we see that localization H1

F (m)(Q, T )→
H1

f (Q`, T ) is surjective, so mλ(m,T∗)H1
F (m)(Q, T ) → mλ(m,T∗)H1

f (Q`, T ) is surjec-
tive as well. These two modules are both cyclic of length max{0, k − λ(m,T ∗)},
so if e is the edge joining m and m`, we conclude that the map H′(m) → H′(e)
is an isomorphism. Therefore the path from m` to m is a surjective path, so by
composition we obtain a surjective path from n to m. This concludes the proof. �

4.4. Kolyvagin systems and the stub Selmer sheaf

In this section we show that under fairly general hypotheses, a Kolyvagin sys-
tem, a priori a global section of the Selmer sheaf H, is actually a global section of
the subsheaf H′. This is the content of Theorems 4.4.1 and 4.4.3. These results
play a central role in the rest of the paper. As an immediate consequence we obtain
(Corollary 4.4.5) the Kolyvagin upper bound for the Selmer group H1

F∗(Q, T
∗) in

terms of a Kolyvagin system κ ∈ KS(T ) (compare with, for example, Theorem
2.2.2 of [Ru6]).

Theorem 4.4.1. Suppose that (at least) one of the following three conditions
is satisfied.

• χ(T ) = 1,
• k = 1, i.e., R is a field, or
• (H.4a) holds, and the image of R→ End(T ) is contained in the image of

Zp[[GQ]]→ End(T ).
Then the inclusion Γ(H′) ⊂ Γ(H) is an isomorphism. In other words, for every
κ ∈ KS(T ) and n ∈ N we have κn ∈ H′(n).

Proof. Fix a κ ∈ KS(T ). We treat the three hypotheses separately, but in
each case we will show by induction on λ(n, T̄ ∗) that κn ∈ H′(n) for every n ∈ N .
If λ(n, T̄ ∗) = 0 we have λ(n, T ∗) = 0 (Proposition 4.1.3) so H′(n) = H(n) and there
is nothing to prove.
Case 1: k = 1. Suppose λ(n, T̄ ∗) > 0. In this case H′(n) = mλ(n,T∗)H(n) = 0, so
we need to show κn = 0. If κn 6= 0, then using Proposition 3.6.1 we can fix a prime
` ∈ P not dividing n such that

(a) (κn)` 6= 0,
(b) the localization map H1

F (n)∗(Q, T
∗)→ H1

f (Q`, T
∗) is nonzero.

It follows from (a), (b) and Lemma 4.1.7(iv) that λ(n`, T̄ ∗) < λ(n, T̄ ∗), so our
induction hypothesis shows that κn` ∈ H′(n`). Thus by Lemma 4.2.1 we conclude
that (κn)` = 0. But this contradicts (a), so we must have κn = 0.
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Case 2: (H.4a) holds, and the image of R → End(T ) is contained in the image of
Zp[[GQ]] → End(T ). By Theorem 4.2.2 we may assume that χ(T ) > 0. Suppose
that λ(n, T̄ ∗) > 0.

Since χ(T ) > 0, it follows from Theorem 4.1.13 that

H(n)[m] 6⊂ H′(n).

If κn /∈ H′(n) we can find a homomorphism φ : H(n)→ R such that

φ(H′(n)) = 0, φ(H(n)[m]) 6= 0, φ(κn) 6= 0.

Hence by Proposition 3.6.2(ii) we can fix a prime ` ∈ P, prime to n, such that
(a) the localization map mλ(n,T∗)H1

F (n)(Q, T )→ H1
f (Q`, T ) is zero,

(b) (κn)` 6= 0,
(c) the localization maps

H1
F (n)(Q, T )[m]→ H1

f (Q`, T ), H1
F (n)∗(Q, T

∗)[m]→ H1
f (Q`, T

∗)

are both nonzero.
By (c) and Lemma 4.1.7(iv), we have λ(n`, T̄ ∗) < λ(n, T̄ ∗), so by our induction
hypothesis we have κn` ∈ H′(n`). Therefore by Lemma 4.2.1, (κn)` = 0, which
contradicts condition (b). This contradiction shows that κn ∈ H′(n).
Case 3: χ(T ) = 1. Choose a core vertex m. By Howard’s Theorem 4.3.3(i) there is
a section κ′ ∈ Γ(H′) such that κ′(m) = κ(m). Let κ̄ = κ−κ′ ∈ KS(T ), so κ̄m = 0.
We will show that κ̄ = 0.

Let X 0 be the subgraph of X of Definition 4.3.6, whose vertices are the core
vertices of X , and H0 the restriction of H to X 0. By Theorem 4.3.12 and Lemma
4.3.7, X 0 is connected and H0 is locally free of rank one. Since κ̄m = 0 at the
vertex m of X 0, the restriction of κ̄ to X 0 must be identically zero (Proposition
3.4.4(i)). In other words, κ̄n = 0 for every core vertex n.

Now let n ∈ N be any vertex of X . We will show by induction on λ(n, T̄ ∗) that
κ̄n = 0. We have already dealt with the case of core vertices, λ(n, T̄ ∗) = 0.

Suppose now that λ(n, T̄ ∗) > 0, and suppose κ̄n 6= 0. Using Proposition 3.6.1,
choose a prime ` ∈ P, prime to n, such that

(a) (κ̄n)` 6= 0,
(b) the localization maps

H1
F (n)(Q, T )[m]→ H1

f (Q`, T ), H1
F (n)∗(Q, T

∗)[m]→ H1
f (Q`, T

∗)

are both nonzero.
By (b) and Lemma 4.1.7(iv), we have λ(n`, T̄ ∗) < λ(n, T̄ ∗), so by our induction
hypothesis we have κ̄n` = 0. But by (a) and the definition of a Kolyvagin system,
we must have (κ̄n`)`,s 6= 0. This contradiction shows that κ̄n = 0, and so κn =
κ′n ∈ H′(n). �

Definition 4.4.2. Suppose R̃ is a complete noetherian local ring such that R
is a quotient of R̃. We say that (T̃ , F̃ ,P) is a lifting of (T,F ,P) to R̃ if T̃ is an
R̃[[GQ]]-module, (T̃ , F̃ ,P) is a Selmer triple over R̃, T = T̃ ⊗R̃R, and F = F̃ ⊗R̃R.

Theorem 4.4.3. Suppose κ ∈ KS(T ) is sufficiently liftable in the sense that
there is a local principal artinian ring R̃ of length k̃ ≥ 2k−1 and a lifting (T̃ , F̃ ,P)
of (T,F ,P) to R̃ such that:

• (T̃ , F̃ ,P) satisfies (H.0) through (H.6) and P ⊂ Pk̃.
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• κ is in the image of the natural map KS(T̃ )→ KS(T ).
Then κ is a global section of the subsheaf H′ of stub Selmer modules (i.e., for all
n ∈ N we have κn ∈ H′(n)).

Proof. We will prove that κn ∈ H′(n) by induction on both k and λ(n, T̄ ∗).
The case k = 1 is part of Theorem 4.4.1, and if λ(n, T̄ ∗) = 0 then λ(n, T ∗) = 0
(Proposition 4.1.3) so H′(n) = H(n) and there is nothing to prove. If λ(n, T̄ ) = 0
thenH(n) = 0 and there is again nothing to prove, so we may suppose that λ(n, T̄ ∗)
and λ(n, T̄ ∗) are both positive.
Case 1: λ(n, T ∗) < k.

Let j = λ(n, T ∗). By Lemma 4.1.1(ii) we have

H1
F (n)∗(Q, T

∗[mj ]) = H1
F (n)∗(Q, T

∗)[mj ] = H1
F (n)∗(Q, T

∗) = H1
F̃(n)∗

(Q, T̃ ∗)[mk],

so λ(n, T ∗[mj ]) = λ(n, T ∗) = λ(n, T̃ ∗) = j.
Consider the image κ(j) of κ in KS(T/mjT ). By our induction hypothesis

applied to the R/mj-module T/mjT , we have

κ(j)
n ∈ mjH1

F (n)(Q, T/m
jT )⊗Gn = 0.

By Lemma 4.1.1(i) (with i = k − j) it follows that κn ∈ H(n)[mk−j ].
Since λ(n, T̃ ∗) = j ≤ k̃ − k, Theorem 4.1.13 and Lemma 4.1.1(i) applied to T̃

show that the image of H1
F̃(n)

(Q, T̃ )⊗Gn in H1
F (n)(Q, T )⊗Gn is free over R. Since

κn belongs to this image, and is killed by mk−j , we conclude that κn ∈ mjH(n) =
H′(n) as desired.
Case 2: λ(n, T ∗) ≥ k. In this case H′(n) = 0, so we need to prove that κn = 0.

Suppose κn 6= 0. Using Proposition 3.6.1 we can fix a prime ` such that
(a) (κn)` 6= 0,
(b) the localization maps

H1
F (n)(Q, T )[m]→ H1

f (Q`, T ), H1
F (n)∗(Q, T

∗)[m]→ H1
f (Q`, T

∗)

are both nonzero.
It follows from (b) and Lemma 4.1.7(iv) that λ(n`, T̄ ∗) < λ(n, T̄ ∗). Thus by our
induction hypothesis κn` ∈ H′(n`), so Lemma 4.2.1 shows that (κn)` = 0. But this
contradicts (a), so we must have κn = 0. �

Remark 4.4.4. Our typical examples of “sufficiently liftable” Kolyvagin sys-
tems will arise when R is a quotient of a discrete valuation ring D, T = TD ⊗ R
with a D[[GQ]]-module TD, and κ belongs to the image of KS(TD)→ KS(T ).

The following corollary is the standard application of a Kolyvagin system (or
Euler system): an upper bound on the size of the dual Selmer group H1

F∗(Q, T
∗), in

terms of the divisibility of κ1 (compare with, for example, Theorem 2.2.2 of [Ru6]).
In Theorem 4.5.6 below, we will show that under some extra hypotheses this upper
bound is sharp, so we get an exact formula for the size of H1

F∗(Q, T
∗).

Corollary 4.4.5. Suppose κ ∈ KS(T ). If one of the three hypotheses of
Theorem 4.4.1 holds for T , or if the hypothesis of Theorem 4.4.3 holds for T and
κ, then

length(H1
F∗(Q, T

∗)) ≤ max{i : κ1 ∈ miH1
F (Q, T )}.
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Proof. By Theorem 4.4.1 or 4.4.3,

κ1 ∈ H′(1) = mλ(1,T∗)H1
F (Q, T ) = mlength(H1

F∗ (Q,T∗))H1
F (Q, T ). �

4.5. Kolyvagin systems over principal artinian rings

This section contains the main results and applications of Kolyvagin systems
over principal artinian rings.

Corollary 4.5.1. (i) If χ(T ) = 0 then KS(T ) = 0.
(ii) If χ(T ) ≥ 2 then for every d ∈ Z+, KS(T ) contains a free R-module of

rank d.

Proof. Assertion (i) is Theorem 4.2.2, and (ii) is Theorem 4.3.3(iii). �

The rest of this section will deal with the case χ(T ) = 1. In particular this
means we can apply Theorem 4.4.1.

Corollary 4.5.2. Suppose χ(T ) = 1.
(i) KS(T ) is a free R-module of rank one.
(ii) Suppose κ ∈ KS(T ), m ∈ N , and κm 6= 0. Let j ≥ 0 be such that κm

generates mjH′(m). Then κn generates mjH′(n) for every n ∈ N , so in
particular κn ∈ mj+λ(n,T∗)H(n) for every n.

(iii) Suppose κ ∈ KS(T ). If n ∈ N is a core vertex then the map KS(T ) →
H(n) which maps κ 7→ κn is an isomorphism.

(iv) If j ≥ k then the natural restriction map KS(T,P)→ KS(T,P ∩ Pj) is
an isomorphism.

(v) If j ≤ k then the projection map T → T/mjT induces a surjective map
KS(T )→ KS(T/mjT ).

Proof. Since KS(T ) = Γ(H′) (Theorem 4.4.1), the first three assertions of
the corollary are immediate from Corollary 4.3.5, Theorem 4.3.4, and Proposition
3.4.4.

By (iii) applied to (T,P) and to (T,P ∩ Pj), if n ∈ N ∩ Nj is a core vertex
(such n exist by Corollary 4.1.9) then we have isomorphisms

KS(T,P) ∼−→ H(n) ∼←− KS(T,Pj)
compatible with the restriction map KS(T,P) → KS(T,P ∩ Pj). By (iii) applied
to T and T/mjT , if n ∈ N is a core vertex we get a commutative diagram with
vertical isomorphisms

KS(T ) //

∼=
��

KS(T/mjT )

∼=
��

H1
F (n)(Q, T )⊗Gn // // H1

F (n)(Q, T/m
j)⊗Gn.

Since n is a core vertex, Lemma 4.1.1(i) shows that bottom map is surjective. This
completes the proof of the corollary. �

Corollary 4.5.3. If χ(T ) = 1 then the natural map KS(T ) → KS(T ) (see
Definition 3.1.6) is an isomorphism.

Proof. This is immediate from the definition of KS(T ) and Corollary 4.5.2.
�



4.5. KOLYVAGIN SYSTEMS OVER PRINCIPAL ARTINIAN RINGS 49

If χ(T ) > 2 then the map KS(T )→ KS(T ) need not be an isomorphism. See
Example 4.5.11.

Corollary 4.5.4. Suppose that χ(T ) = 1 and κ ∈ KS(T ). Then the following
are equivalent.

(i) There is an n ∈ N such that H′(n) 6= 0 and κn generates H′(n).
(ii) κn generates H′(n) for every n ∈ N .
(iii) The global section of Γ(H′) corresponding to κ is primitive in the sense

of Definition 3.4.5.
(iv) The image of κ in KS(T̄ ) is nonzero.

Proof. The equivalence (i)⇐⇒ (ii) is Corollary 4.5.2(ii), and (ii)⇐⇒ (iii) is
Definition 3.4.5.

Suppose n ∈ N . By Lemma 4.1.1(i), κn maps to zero in H1(Q, T̄ ) if and only
if mk−1κn = 0. Thus if the image of κn in H1(Q, T̄ ) is nonzero, then κn must
generate the free, rank-one R-module H′(n), so (iv)⇒ (i). Conversely, suppose (ii)
holds and n is a core vertex of X (these exist by Corollary 4.1.9). Then H′(n) is
free of rank one over R, so mk−1κn 6= 0, and therefore the image of κn in H1(Q, T̄ )
is nonzero. Thus (ii) ⇒ (iv). �

Definition 4.5.5. We say that κ ∈ KS(T ) is primitive if the image of κ in
KS(T̄ ) is nonzero.

The following theorem is a sharpening of the more general Corollary 4.4.5.

Theorem 4.5.6. Suppose χ(T ) = 1 and κ ∈ KS(T ) is primitive. If κ1 6= 0
then

length(H1
F∗(Q, T

∗)) = k − length(Rκ1) = max{i : κ1 ∈ miH1
F (Q, T )}.

If κ1 = 0 then length(H1
F∗(Q, T

∗)) ≥ k.

Proof. By Corollary 4.5.4, κ1 generates H′(1) ⊂ mlength(H1
F∗ (Q,T∗))H1

F (Q, T ),
and by Lemma 4.3.2, length(H′(1)) = k −max{length(H1

F∗(Q, T
∗)), k}. �

We can formulate a more precise version of Theorem 4.5.6, which at least
partially determines the R-module structure of H1

F∗(Q, T
∗).

Definition 4.5.7. If κ ∈ KS(T ) and r ≥ 0, define

∂(r)(κ) = min{k − length(Rκn) : n ∈ N , ν(n) = r}.

The elementary divisors of κ are defined by

ei(κ) = ∂(i)(κ)− ∂(i+1)(κ), i ≥ 0.

Proposition 4.5.8. Suppose χ(T ) = 1, κ ∈ KS(T ), m ∈ N , and κm 6= 0.
Write H1

F∗(Q, T
∗) ∼= ⊕iR/mdi with nonnegative integers d1 ≥ d2 ≥ · · · , and fix

j ≥ 0 such that κm generates mjH′(m).
Then for every r ≥ 0,

∂(r)(κ) = min{k, j +
∑
i>r

di}.
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Proof. Note that since κm generates a nonzero submodule of the cyclic R-
module H′(m), there is a unique j ≥ 0 such that κm generates mjH′(m). By
Corollary 4.5.2(ii), κn generates mjH′(n) for every n. Therefore by Lemma 4.3.2
we have

∂(r)(κ) = min{k, j + λ(n, T ∗) : n ∈ N , ν(n) = r}.
In particular when r = 0 we get the desired equality since λ(1, T ∗) =

∑
i di.

Suppose n ∈ N and ν(n) = r. Consider the map

H1
F∗(Q, T

∗) −→
⊕̀
|n
H1

f (Q`, T
∗).

The right-hand side is free of rank r over R, so the image is a quotient ofH1
F∗(Q, T

∗)
generated by (at most) r elements. Hence the image has length at most

∑
i≤r di.

Therefore the kernel has length at least
∑
i>r di. But by definition this kernel

is contained in H1
F (n)∗(Q, T

∗), so we conclude that λ(n, T ∗) ≥
∑
i>r di. Hence

∂(r)(κ) ≥ min{k, j +
∑
i>r di}.

We will prove the opposite inequality by induction on r. The case r = 0 was
proved above.

Since χ(T ) = 1, Theorem 4.1.13(i) shows that mk−1H1
F (Q, T ) 6= 0. Fix a

nonzero element c ∈ mk−1H1
F (Q, T ) ⊂ H1

F (Q, T )[m]. If d1 > 0 then choose a
nonzero element c′ ∈ md1−1H1

F∗(Q, T
∗) ⊂ H1

F∗(Q, T
∗)[m]. Using Proposition 3.6.1,

choose a prime ` ∈ P such that the localization c` is nonzero and, if d1 > 0, such
that c′` is nonzero as well.

It follows that
• the localization map H1

F (Q, T )→ H1
f (Q`, T ) is surjective, and

• H1
(F`)∗(Q, T

∗) ∼= ⊕i≥1R/m
di+1 .

By Theorem 4.1.7(ii) we have H1
F (`)∗(Q, T

∗) = H1
(F`)∗(Q, T

∗).

Let κ(`) ∈ KS(T,F (`),P − {`}) be the Kolyvagin system defined in Exam-
ple 3.1.12, which is obtained by setting κ

(`)
n = κn` ⊗ ξ for some generator ξ of

Hom(G`, R). We have

∂(r)(κ) ≥ ∂(r−1)(κ(`)) = min{k, j +
∑
i>r−1

di+1}.

where the inequality is clear from the definition and the equality follows from our
induction hypothesis applied to κ(`). This completes the proof. �

Theorem 4.5.9. Suppose χ(T ) = 1, κ ∈ KS(T ), and κ1 6= 0. Then

∂(0)(κ) ≥ ∂(1)(κ) ≥ ∂(2)(κ) ≥ · · · ,
e0(κ) ≥ e1(κ) ≥ e2(κ) ≥ · · · ≥ 0,

and
H1
F∗(Q, T

∗) ∼=
⊕
i≥0

R/mei(κ).

Proof. If κ1 6= 0 then ∂(0)(κ) < k, so in Proposition 4.5.8 we have ∂(r)(κ) =
j +

∑
i>r di for every r. The theorem follows immediately. �

Remark 4.5.10. Theorem 4.5.9 shows that the elementary divisors of κ are
independent of κ as long as κ1 6= 0.
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We conclude this section with a mildly pathological example in which the map
KS(T )→ KS(T ) is not injective.

Example 4.5.11. Let R = Z/pkZ, and take T to be a free, rank-one R-module
with GQ acting via an odd character ρ of conductor p, not the Teichmuller character
giving the action of GQ on µp. Define a Selmer structure F by Σ(F) = {p,∞} and
H1
F (Qp, T ) = H1(Qp, T ) (our assumptions force p > 2, so H1(R, T ) = 0).

Fix primes q, ` congruent to one modulo p, with q not congruent to one modulo
p2. It follows without difficulty from Proposition 2.3.5 that

χ(T,F) = 1, χ(T,F`) = 2, χ(T/pT,F`q ) = 1.

Let P = {rational primes r : r ≡ 1 (mod p), r 6= q, `}. Both of the Selmer triples
(T,F`,P ∪ {q}) and (T/pT,F`q ,P) satisfy hypotheses (H.0) through (H.6)

By Corollary 4.5.2(i) we can fix κ′ ∈ KS(T/pT,F`q ,P) ⊂ KS(T/pT,F`,P),
κ′ 6= 0. Define κ by

κn =

{
0 if n ∈ N ,
κ′n/q if n ∈ N (P ∪ {q}), q | n.

Note that if n ∈ N (P ∪ {q}) and q | n, then In = pR. It follows that κ is
a nonzero Kolyvagin system in KS(T,F`,P ∪ {q}), but the restriction of κ to
KS(T,F`, (P ∪{q})∩P2) is zero. Thus κ is a nonzero element of the kernel of the
map KS(T,F`,P ∪ {q})→ KS(T,F`,P ∪ {q}).

We now return to the dual Selmer group Sel∗(κ) of Definition 3.3.1 and Example
3.3.2 attached to a Kolyvagin system κ.

Theorem 4.5.12. Suppose that χ(T ) = 1, that the image of R → End(T ) is
contained in the image of Zp[[GQ]] → End(T ), and that hypothesis (H.4a) holds.
If κ ∈ KS(T ) is primitive then the canonical map

H1
F∗(Q, T

∗) −→ Hom(Sel∗(κ),Qp/Zp)

of Proposition 3.3.3 is an isomorphism.

The proof of Theorem 4.5.12 will be given after the following lemmas and
proposition. Let X 0 be the core subgraph of X of Definition 4.3.6.

Lemma 4.5.13. Suppose n is a core vertex and ` ∈ P, ` - n. Then either n` is
a core vertex and n, n` are connected by an edge in X 0, or there is a prime q ∈ P
such that nq and nq` are core vertices and there are edges of X 0 connecting n to
nq and nq to nq`.

Proof. Let T̄ = T/mT . If the localization map H1
F (n)(Q, T̄ ) → H1

s (Q`, T̄ )
is nonzero then n is a core vertex by Lemma 4.1.7(ii), and there is an edge of X 0

joining n and n` by Lemma 4.3.8.
Suppose now that the map H1

F (n)(Q, T̄ )→ H1
s (Q`, T̄ ) is zero. Then the proof

of Lemma 4.3.9 shows (among other things) that there is a prime q ∈ P such that
nq and nq` are core vertices and there are edges of X 0 connecting n to nq and nq
to nq`. �

Recall that if κ ∈ KS(T ) and n ∈ N then

Sel∗(κ;n) =
(⊕̀
|n
H1

s (Q`, T )
)
/
(∑
d|n

image(Rκd)
)
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after choosing generators of G` for every ` to view κd ∈ H1
F(d)(Q, T ).

Lemma 4.5.14. If n and n` are vertices of X 0, connected by an edge, and
κ ∈ KS(T ) is primitive, then the natural map Sel∗(κ;n)→ Sel∗(κ;n`) is surjective.

Proof. Since n` is a core vertex and κ is primitive, κn` generates the free,
rank-one R-module H1

F (n`)(Q, T ) ⊗ Gn` by Corollary 4.5.4. By Lemma 4.3.8, the
localization map H1

F (n`)(Q, T ) → H1
s (Q`, T ) is surjective. It now follows directly

from the definition that the map Sel∗(κ;n)→ Sel∗(κ;n`) is surjective. �

Recall (Definition 4.1.15) that n ∈ N is a leading vertex if n is a core vertex
and ν(n) = dimk H

1
F∗(Q, T

∗[m]).

Proposition 4.5.15. Suppose χ(T ) = 1, the image of R → End(T ) is con-
tained in the image of Zp[[GQ]] → End(T ), (H.4a) holds, and κ ∈ KS(T ) is
primitive. If n is a leading vertex then there is a prime q such that nq is a core
vertex and the natural map H1

F (Q, T ∗)→ Hom(Sel∗(κ;nq),Qp/Zp) of Proposition
3.3.3 is an isomorphism.

Proof. Let T̄ = T/mT , and let r = dimk H
1
F (Q, T̄ ) = dimk H

1
F∗(Q, T

∗)+1 =
ν(n) + 1. Then localization gives exact sequences

0 −→ H1
F (n)(Q, T̄ ) −→ H1

F (Q, T̄ )
⊕loc`,f−−−−→

⊕̀
|n
H1

f (Q`, T̄ ) −→ 0,

0 −→ H1
F∗(Q, T̄

∗)
⊕loc`,f−−−−→

⊕̀
|n
H1

f (Q`, T̄
∗) −→ 0.

Using Proposition 3.6.2(ii), choose a prime q ∈ P so that the localization map

H1
F (n)(Q, T̄ )

locq,f−−−→ H1
f (Qq, T̄ ) is nonzero and such that for every prime r dividing

nq,

H1
F∗(Q, T̄

∗)
⊕loc`,f−−−−→

⊕
`|nq/r

H1
f (Q`, T̄

∗)

is an isomorphism. (For the latter, we can choose q so that the kernel of locq,f on
H1
F∗(Q, T̄

∗) is equal to the kernel of
∑
`|n ψ` ◦ loc`,f where ψ` : H1

f (Q`, T̄
∗) ∼−→ k

is a fixed isomorphism.) We conclude that

H1
F (Q, T̄ )

⊕loc`,f−−−−→
⊕
`|nq

H1
f (Q`, T̄ )

is an isomorphism.
By Lemma 4.1.7(ii), nq is a core vertex. Applying Lemma 4.1.7(iv) inductively

we see that nq/` is a core vertex for every prime ` dividing nq, and that loc`,f :
H1
F(nq/`)(Q, T )→ H1

f (Q`, T ) is an isomorphism.
Fix generators of G` for every `, so that we can view κm ∈ H1

F(m)(Q, T ) for
every m. By Theorem B.2 from Howard’s Appendix B, H1

Fnq (Q, T ) is free of rank
r + 1 over R. We claim that {κnq} ∪ {κnq/` : ` | nq} is an R-basis of H1

Fnq (Q, T ).
For, suppose that

aκnq +
∑
`|nq

a`κnq/` = 0

with a, a` ∈ R. Applying loc`,f shows that a`κnq/` = 0 for each `, and then that
aκnq = 0 as well. Since κ is primitive, each κnq, κnq/` generates a free, rank-one
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R-module (Corollary 4.5.4), so we must have a = a` = 0 for every ` and the claim
follows.

Now the proposition follows from global duality (Theorem 2.3.4) applied with
G1 = F and G2 = Fnq (using that H1

(Fnq)∗(Q, T
∗) ⊂ H1

F(nq)∗(Q, T
∗) = 0). �

Proof of Theorem 4.5.12. Fix a leading vertex n and a prime q as in
Proposition 4.5.15. for any m ∈ N we can choose, using Lemma 4.5.13, a se-
quence of primes `1, . . . , `t such that every mj = nq

∏j
i=1 `j is a core vertex, there

is a sequence of edges in X 0 forming a path n—nq—m1—m2—· · ·—mt, and mt is
divisible by m. By Lemma 4.5.14 the map Sel∗(κ;nq) → Sel∗(κ;mt) is surjective.
On the other hand, Proposition 4.5.15 shows that the composition

H1
F∗(Q, T

∗) −→ Hom(Sel∗(κ;mt),Qp/Zp) −→ Hom(Sel∗(κ;nq),Qp/Zp)

is an isomorphism. Hence Sel∗(κ;nq)→ Sel∗(κ;mt) is an isomorphism, and so pass-
ing to the direct limit over m we conclude that H1

F (Q, T ∗)→ Hom(Sel∗(κ),Qp/Zp)
is an isomorphism. �

Remark 4.5.16. The proof of Theorem 4.5.12 (specifically Lemma 4.5.14 and
Proposition 4.5.15) shows that, under the hypotheses of that theorem, if we fix gen-
erators of G` for every ` to view κn ∈ H1

F (n)(Q, T ) for every n, then the collection
{κn : n ∈ N} generates ∪nH1

Fn(Q, T ). More precisely, we can find an m ∈ N and
order the set {` ∈ P : ` - m} = {`1, `2, `3 . . .} so that

{κm/` : ` | m} ∪ {κmQj
i=1 `i

: j ≥ 0}

generates ∪nH1
Fn(Q, T ).





CHAPTER 5

Kolyvagin Systems over Integral Domains

5.1. Kolyvagin systems over a field

Suppose for this section that R = k is a field, and that the Selmer triple
(T,F ,P) satisfies hypotheses (H.0) through (H.5) (hypothesis (H.6) is vacuous when
R is a field).

In particular R is principal and artinian, so we can apply the results of Chapter
4 with k = 1. The following theorem summarizes our results in this case. Recall
that the order of vanishing of κ ∈ KS(T ) is ord(κ) = min{ν(n) : n ∈ N , κn 6= 0}.

Theorem 5.1.1. Suppose R = k is a field.

(i) If χ(T ) ≤ 1 then dimk KS(T ) = χ(T ).
(ii) If χ(T ) = 1 and κ ∈ KS(T ) is nonzero, then κn 6= 0 if and only if n is

a core vertex.
(iii) If χ(T ) = 1 and κ ∈ KS(T ) is nonzero, then dimk H

1
F∗(Q, T

∗) = ord(κ).

Proof. Assertion (i) is Theorem 4.2.2 (when χ(T ) = 0) and Corollary 4.5.2(i)
(when χ(T ) = 1). If χ(T ) = 1 we have

H′(n) 6= 0 ⇐⇒ λ(n, T ∗) = 0 ⇐⇒ n is a core vertex,

so (ii) is Corollary 4.5.2(ii) in this setting.
Assertion (iii) is immediate from (ii) and Corollary 4.1.9. �

Remark 5.1.2. Howard’s Theorem 4.3.3(iii) shows that if χ(T ) > 1, then
KS(T ) is infinite dimensional over k.

Recall (Definition 4.1.15) that a leading vertex is an n ∈ N such that ν(n) =
dimk H

1
F∗(Q, T

∗) and H1
F (n)∗(Q, T

∗) = 0.

Theorem 5.1.3. Suppose χ(T ) = 1, hypothesis (H.4a) is satisfied, and κ ∈
KS(T ) is nonzero. If L is a line in H1

F (Q, T ), then there is a leading vertex n ∈ N
such that κn generates L ⊗ Gn. If dimk H

1
F (Q, T ) > 1 then there are infinitely

many such n.

Proof. If dimk H
1
F (Q, T ) > 1 then by Theorem 4.1.16 there are infinitely

many leading vertices n such that L ⊂ H1
F (n)(Q, T ), and since a leading vertex

has dimk H
1
F (n)(Q, T ) = 1, we must have L = H1

F (n)(Q, T ). If dimk H
1
F (Q, T ) = 1

then L = H1
F (Q, T ) and n = 1 is a leading vertex.

In either case, Theorem 5.1.1(ii) shows that κn 6= 0, so κn is a generator of
H1
F (n)(Q, T )⊗Gn = L ⊗Gn. �

55
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5.2. Kolyvagin systems over a discrete valuation ring

For this section we assume that R is a discrete valuation ring. We assume that
the triple (T,F ,P) satisfies Hypotheses (H.0) through (H.5). We assume also that
the Selmer structure F is such that H1(Q`, T )/H1

F (Q`, T ) is torsion free for every
` ∈ Σ(F). Then for every k, T/mkT (with the induced Selmer structure) satisfies
(H.0) through (H.6) (this clear for (H.0) through (H.5), and for (H.6) it follows from
Lemma 3.7.1(i)). Thus we can apply the results of Chapter 4 to study the image
of KS(T ) in KS(T/mkT ) for every k, and use this information to study KS(T ).

Again we write T̄ = T/mT . For simplicity we suppose that P = P1.
Writing Frac(R) for the field of fractions of R, we define the rank of an R-

module M to be rankRM = dimFrac(R)M ⊗ Frac(R) and the corank of M to be
corankRM = rankRHom(M,Qp/Zp).

Definition 5.2.1. If κ ∈ KS(T ), define

∂(0)(κ) = max{j : κ1 ∈ mjH1
F (Q, T )}

(we allow ∂(0)(κ) =∞). This is a special case of Definition 5.2.11 below.

Theorem 5.2.2. If κ ∈ KS(T ) then

lengthRH
1
F∗(Q, T

∗) ≤ ∂(0)(κ).

In particular if κ1 6= 0 then H1
F∗(Q, T

∗) is finite.

Proof. We may assume that κ1 6= 0 or else there is nothing to prove. Then
∂(0)(κ) is finite, because H1(Q, T ) has no nonzero divisible submodules.

For every k ∈ Z+, let κ(k) be the image of κ in KS(T/mkT ). Then κ
(k)
1 is

the image of κ1 under the natural map H1(Q, T ) → H1(Q, T/mkT ), so κ
(k)
1 ∈

m∂(0)(κ)H1
F (Q, T/mkT ). By Corollary 4.4.5, it follows that

lengthRH
1
F∗(Q, T

∗)[mk] = lengthRH
1
F∗(Q, T

∗[mk]) ≤ ∂(0)(κ).

Since H1
F∗(Q, T

∗) = ∪H1
F∗(Q, T

∗)[mk], this proves the theorem. �

Remark 5.2.3. The definition of ∂(0)(κ) also makes sense for κ ∈ KS(T ) (see
Definition 3.1.6). Then Theorem 5.2.2 remains true, with the same proof, if we
replace KS(T ) by KS(T ) in the statement.

Definition 5.2.4. For every k ∈ Z+ we have the Selmer triple (T/mkT,F ,Pk)
over R/mk, with the induced Selmer structure F . By Theorem 4.1.13, the core
ranks χ(T/mkT ) and χ(T ∗[mk]) are independent of k. We define χ(T ), the core
rank of T , to be this common value χ(T/mkT ), and similarly χ(T ∗) = χ(T ∗[mk]).

In particular either χ(T ) = 0 or χ(T ∗) = 0.

Theorem 5.2.5. For every k ∈ Z+ and every n ∈ Nk there is a noncanonical
isomorphism

H1
F (n)(Q, T/m

kT )⊕ (R/mk)χ(T∗) ∼= (R/mk)χ(T ) ⊕H1
F (n)∗(Q, T

∗[mk]).

Proof. Since χ(T ) = χ(T/mkT ) and χ(T ∗) = χ(T ∗[mk]), this is just a re-
statement of Theorem 4.1.13. �

Corollary 5.2.6. rankR(H1
F (Q, T ))−corankR(H1

F∗(Q, T
∗)) = χ(T )−χ(T ∗).
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Proof. We have

H1
F (Q, T ) = lim←−H

1
F (Q, T/mkT ), H1

F∗(Q, T
∗) = lim−→H1

F∗(Q, T
∗[mk]),

so (using Lemma 4.1.1) this follows from Theorem 5.2.5. �

Lemma 5.2.7. The natural map KS(T,P)→ lim←−KS(T/mkT,Pk) is injective

Proof. Suppose κ ∈ KS(T ) is nonzero. Then we can find an n such that
κn 6= 0 in H1

F (n)(Q, T/InT ). If In 6= 0 then let k be such that mk = In. If In = 0
(for example, if n = 1) choose k so that κn 6= 0 in H1

F (n)(Q, T/m
kT )⊗Gn. In either

case In ⊂ mk, so n ∈ Nk and the image of κ in KS(T/mkT,Pk) is nonzero. �

Lemma 5.2.8. Suppose χ(T ) = 1 and j ≤ k. The projection map T/mkT →
T/mjT and restriction to Pk induce a surjection and an isomorphism, respectively

KS(T/mkT,Pk) � KS(T/mjT,Pk)
∼←− KS(T/mjT,Pj).

Proof. This is Corollary 4.5.2(iv) and (v). �

Proposition 5.2.9. If χ(T ) = 1 then the natural maps give isomorphisms

KS(T ) ∼−→ lim←−KS(T/mkT,Pk)
∼−→ KS(T ).

Proof. Lemma 5.2.8 shows that for every k we have

KS(T/mkT,Pk)
∼−→ lim−→

j

KS(T/mkT,Pj)

which gives the second isomorphism of the proposition. The injectivity of the first
map is Lemma 5.2.7, so we need only show surjectivity.

Suppose {κ(k)} ∈ lim←−KS(T/mk,Pk). If n ∈ N , let j be maximal such that

n ∈ Nj . If j <∞ then In = mj , and we define κn = κ
(j)
n ∈ H1

F (n)(Q, T/InT )⊗Gn.
If j =∞ (for example, when n = 1) then we set κn = limk κ

(k)
n ∈ H1

F (n)(Q, T )⊗Gn.
It is straightforward to verify that this defines an element κ ∈ KS(T ) which maps
to κ(k) ∈ KS(T/mkT ) for every k. �

Theorem 5.2.10. (i) If χ(T ) = 0 then KS(T ) = 0.
(ii) If χ(T ) = 1 then KS(T ) is a free R-module of rank one, generated by a

κ ∈ KS(T ) whose image in KS(T̄ ) is nonzero.

Proof. If χ(T ) = 0 then KS(T/mkT,Pk) = 0 for every k by Theorem 4.2.2,
and (i) follows by Lemma 5.2.7.

Suppose now that χ(T ) = 1. By Corollary 4.5.2(i), KS(T/mk,Pk) is free of
rank one over R/mk for every k. The maps KS(T/mk+1,Pk+1) → KS(T/mk,Pk)
are surjective by Lemma 5.2.8, so (ii) follows by Proposition 5.2.9. �

Definition 5.2.11. Recall that the order of vanishing of a nonzero κ ∈ KS(T )
is ord(κ) = min{ν(n) : n ∈ N , κn 6= 0}.

For κ ∈ KS(T ) and r ∈ Z+ define (compare Definition 4.5.7)

∂(r)(κ) = max{j : κn ∈ mjH1
F (n)(Q, T/InT )⊗Gn for every n ∈ N with ν(n) = r}

(we allow ∂(r)(κ) =∞), and the sequence of elementary divisors

ei(κ) = ∂(i)(κ)− ∂(i+1)(κ), i ≥ ord(κ).
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Then ∂(0)(κ) = max{j : κ1 ∈ mjH1
F (Q, T )} as in Definition 5.2.1, and if r < ord(κ)

then ∂(r)(κ) =∞. Theorem 5.2.12(ii) below shows that ∂(r)(κ) is finite if χ(T ) = 1
and r ≥ ord(κ), so the ei(κ) are well-defined. Define

∂(∞)(κ) = min{∂(r)(κ) : r ≥ 0}.

As in Definition 4.5.5 we say κ ∈ KS(T ) is primitive if its image in KS(T̄ ) is
nonzero.

Theorem 5.2.12. Suppose χ(T ) = 1 and κ ∈ KS(T ), κ 6= 0. Then

(i) for every s, ∂(s)(κ) = limk→∞ ∂(s)(κ(k)) where κ(k) is the image of κ in
KS(T/mkT,Pk) and ∂(s)(κ(k)) is given by Definition 4.5.7,

(ii) the sequence ∂(s)(κ) is nonincreasing, and finite for s ≥ ord(κ),
(iii) the sequence ei(κ) is nonincreasing, nonnegative, and finite for i ≥

ord(κ),
(iv) ord(κ) and the ei(κ) are independent of the choice of nonzero κ ∈

KS(T ),
(v) corankR(H1

F∗(Q, T
∗)) = ord(κ),

(vi) H1
F∗(Q, T

∗)/(H1
F∗(Q, T

∗))div
∼= ⊕i≥ord(κ)R/m

ei(κ),
(vii) lengthR(H1

F∗(Q, T
∗)/(H1

F∗(Q, T
∗))div) = ∂(ord(κ))(κ)− ∂(∞)(κ),

(viii) κ is primitive if and only if ∂(∞)(κ) = 0.

Proof. Write r = corankR(H1
F∗(Q, T

∗)) and

H1
F∗(Q, T

∗)/(H1
F∗(Q, T

∗))div
∼=
⊕
i>r

R/mdi

with dr+1 ≥ dr+2 ≥ · · · . Let d1 = · · · dr =∞. If k ∈ Z+ then

H1
F∗(Q, T

∗[mk]) = H1
F∗(Q, T

∗)[mk] ∼=
⊕
i≥1

R/mmin{k,di}.

Fix a generator π of m. By Theorem 5.2.10 we can choose a primitive κ0 ∈
KS(T ) and a j ≥ 0 such that κ = πjκ0. Then Proposition 4.5.8 shows that for
every s and k

∂(s)(κ(k)) = min{k, j +
∑
i>s

min{k, di}}. (11)

Fix s ≥ 0, and let h = ∂(s)(κ). Then we can find n ∈ N (necessarily in
Nh+1), with ν(n) = s, such that κn /∈ mh+1H1

F (n)(Q, T/InT ) ⊗ Gn. Therefore
by Theorem 4.4.3 and Lemma 4.3.2, ∂(s)(κ(h+1)) ≤ h. By (11) it follows that
∂(s)(κ(k)) ≤ h = ∂(s)(κ) for all k.

On the other hand, since κn ∈ mhH1
F (n)(Q, T/InT ) ⊗ Gn for every n with

ν(n) = s, by definition we have ∂(s)(κ(k)) ≥ h for every k ≥ h. Thus ∂(s)(κ) =
sup{∂(s)(κ(k)) : k ∈ Z+}. Since ∂(s)(κ(k)) is a nondecreasing function of k by (11),
this proves (i).

The rest of the theorem follows from (i) and (11). �

Corollary 5.2.13. Suppose χ(T ) = 1 and κ ∈ KS(T ) is nonzero.
(i) length(H1

F∗(Q, T
∗)) is finite if and only if κ1 6= 0.

(ii) length(H1
F∗(Q, T

∗)) ≤ ∂(0)(κ) = max{j : κ1 ∈ mjH1
F (Q, T )}, with equal-

ity if and only if κ is primitive.
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Proof. If κ1 = 0 then ord(κ) ≥ 1, so length(H1
F∗(Q, T

∗)) is infinite by Theo-
rem 5.2.12(v). The other direction of (i) is Theorem 5.2.2.

Assertion (ii) is immediate from Theorem 5.2.12(vii) and (viii). �

Let L = {κ1 : κ ∈ KS(T )} ⊂ H1
F (Q, T ) denote the module of L-values given

by Definition 3.1.5.

Theorem 5.2.14. If χ(T ) = 1 then

length(H1
F∗(Q, T

∗)) = length(H1
F (Q, T )/L).

Proof. By Lemma 3.5.2, H0(Q, T̄ ) = 0. It follows that H1(Q, T ) has no R-
torsion, and then Corollary 5.2.6 shows that H1

F (Q, T ) is a free R-module of rank
equal to corankR(H1

F∗(Q, T
∗)) + 1.

By Theorem 5.2.10(ii), KS(T ) is generated by a primitive Kolyvagin system κ,
and then L = Rκ1. If κ1 = 0 then both H1

F (Q, T )/L and (by Corollary 5.2.13(i))
H1
F∗(Q, T

∗) have infinite length. If κ1 6= 0 then (again using Corollary 5.2.13(i))
H1
F (Q, T ) is free of rank one over R, so length(H1

F (Q, T )/L) = ∂(0)(κ) which by
Corollary 5.2.13(ii) is the length of H1

F∗(Q, T
∗). �

Let d− = rankR(T−), where T− is the minus part of T for the action of some
complex conjugation.

Theorem 5.2.15. Suppose F = Fcan, the canonical Selmer structure on T
given by Definition 3.2.1. Then χ(T ∗) = 0 and

χ(T ) = d− + corankR(H0(Qp, T
∗)).

Proof. If f, g are functions of k ∈ Z+, we will write f(k) ∼ g(k) to mean that
|f(k)− g(k)| is bounded independently of k.

By Proposition 2.3.5 (with T replaced by T ∗[mk]) and Lemma 3.5.2, for every
k ∈ Z+

length(H1
F (Q, T/mkT ))− length(H1

F∗(Q, T
∗[mk]))

=
∑

`∈Σ(F)

(length(H0(Q`, T
∗[mk]))− length(H1

F∗(Q`, T
∗[mk]))). (12)

By Theorem 5.2.5, the left-hand side of (12) is k(χ(T )− χ(T ∗)). When ` =∞, we
have length(H1

F (R, T ∗[mk])) ∼ 0 and length(H0(R, T ∗[mk])) ∼ kd−.
Suppose ` ∈ Σ(F), ` 6= p. Recalling (Definition 1.1.6(iii))

H1
unr(Q`, T

∗[mk]) = H1(Qunr
` /Q`, T

∗[mk]I`) = T ∗[mk]I`/(Fr` − 1)T ∗[mk]I`

we have an exact sequence

0→ H0(Q`, T
∗[mk])→ T ∗[mk]I`

Fr`−1−−−−→ T ∗[mk]I` → H1
unr(Q`, T

∗[mk])→ 0

and so length(H0(Q`, T
∗[mk])) = length(H1

unr(Q`, T
∗[mk])). It now follows from

Lemma 1.3.5 of [Ru6] that

length(H0(Q`, T
∗[mk]))− length(H1

F∗(Q`, T
∗[mk])) ∼ 0.

When ` = p, we have H1
F∗(Qp, T

∗) = 0 by definition of the canonical Selmer
structure, so H1

F∗(Qp, T
∗[mk]) = ker[H1(Qp, T

∗[mk]) → H1(Qp, T
∗)], which is a

quotient of H0(Qp, T
∗)/H0(Qp, T

∗)div, which has finite length independent of k.
Thus

length(H0(Qp, T
∗[mk]))− length(H1

F∗(Qp, T
∗[mk])) ∼ k corank(H0(Qp, T

∗)).
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Combining these observations we conclude that

k(χ(T )− χ(T ∗)) ∼ k(d− + corankR(H0(Qp, T
∗))

and the theorem follows. �

For applications of these results see §6.1 and §6.2.

5.3. Kolyvagin systems over Λ

Let Q∞ denote the cyclotomic Zp-extension of Q, and Qn ⊂ Q∞ the (unique,
cyclic) extension of degree pn over Q. Let Λ denote the Iwasawa algebra

Λ = Zp[[Gal(Q∞/Q)]] = lim←−Zp[Gal(Qn/Q)].

For this section suppose that T is a free Zp-module of finite rank with a contin-
uous action of GQ, unramified outside a finite set of primes. We set T = T⊗Λ with
GQ acting on both factors, and we take R = Λ. Let A denote the augmentation
ideal of Λ, so that T/AT = T , and let T̄ = T/pT = T/mT.

We assume throughout this section that T satisfies hypotheses (H.0) through
(H.4), and then it follows immediately that T satisfies (H.0) through (H.4) as well.
For simplicity we fix P = P1. Fix a finite set of primes Σ containing p, ∞, and
the primes where T is ramified, and let QΣ denote the maximal extension of Q
unramified outside of Σ.

Lemma 5.3.1. (i) H1(QΣ/Q,T) ∼= lim←−H
1(QΣ/Qn, T ).

(ii) If ` 6= p then H1(Q`,T) = H1
unr(Q`,T).

(iii) H1(Q,T) = H1(QΣ/Q,T).

Proof. (See [Co] Proposition II.1.1.) By Shapiro’s Lemma,

H1(QΣ/Q, T ⊗ Zp[Gal(Qn/Q)]) = H1(QΣ/Qn, T ),

and so we have

H1(QΣ/Q,T) = H1(QΣ/Q, lim←−T ⊗ Zp[Gal(Qn/Q)]) ∼= lim←−H
1(QΣ/Qn, T ).

Similarly, if ` is a prime we have an isomorphism

H1(Q`,T) ∼= lim←−⊕λ|`H
1(Qn,λ, T ).

By a standard argument (see [Ru6] Proposition B.3.4 for details),

lim←−⊕λ|`H
1(Qn,λ, T ) = lim←−⊕λ|`H

1
unr(Qn,λ, T ).

This proves (ii), and then (iii) follows from (i) and (ii). �

Definition 5.3.2. We define a Selmer structure FΛ on T by setting Σ(FΛ) =
Σ and H1

F (Qv,T) = H1(Qv,T) for v ∈ Σ. By Lemma 5.3.1(ii) we also have
H1

f (Qv,T) = H1(Qv,T) for v /∈ Σ. Thus this Selmer structure is independent of
the choice of Σ, and we have H1

FΛ
(Q,T) = H1(Q,T).

Note that the induced Selmer structure FΛ on quotients T/IT (such as T and
T̄ ) will not usually satisfy H1

FΛ
(Qv,T/IT) = H1(Qv,T/IT).

We have the following analogue of Theorem 3.2.4, which says that an Euler
system for T gives rise to a Kolyvagin system for T . Let ES(T ) = ES(T,P,K) be
the Galois module of Euler systems for T as given in Definition 3.2.2, and recall
the generalized module of Kolyvagin systems KS(T) of Definition 3.1.6.
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Theorem 5.3.3. Suppose that K contains the maximal abelian p-extension of
Q which is unramified outside of p and P, and

(a) T/(Fr` − 1)T is a cyclic R-module for every ` ∈ P,
(b) Frp

k

` − 1 is injective on T for every ` ∈ P and every k ≥ 0.
Then there is a canonical homomorphism ES(T,K,P) → KS(T,FΛ,P) with the
property that if c maps to κ, then

κ1 = {cQn
} ∈ lim←−H

1(Qn, T ) = H1(Q,T).

This theorem will be proved in Appendix A, along with Theorem 3.2.4.

Lemma 5.3.4. For every i ≥ 0, the Λ-modules Hi(QΣ/Q,T) and Hi(Qp,T)
are finitely generated, and Hi(QΣ/Q,T∗) is co-finitely generated.

Further, H2(Qp,T) is a torsion Λ-module.

Proof. These are standard results. For the global cohomology groups see for
example [Gr2] Proposition 3 or §3 of [PR1]. For the local cohomology groups see
for example [Gr2] Proposition 1 or [PR2] Proposition 3.2.1. �

Lemma 5.3.5. The Λ-module H1
FΛ

(Q,T) = H1(Q,T) is finitely generated and
torsion-free, and H1

F∗Λ
(Q,T∗) is co-finitely generated.

Proof. The fact that these modules are (co-) finitely generated follows from
Lemma 5.3.4. By Lemma 3.5.2, TGQ = 0, so by the lemma of §1.3.3 of [PR3],
H1(Q,T) has no Λ-torsion. �

Theorem 5.3.6. Suppose κ ∈ KS(T), and κ1 6= 0. Then H1
F∗Λ

(Q,T∗) is a
co-torsion Λ-module.

Theorem 5.3.6 will be proved below. The assertion that H1
F∗Λ

(Q,T∗) is a co-
torsion Λ-module is a form of the weak Leopoldt conjecture. See for example [Gr2]
Conjecture 2 or [PR3] §1.3.

Definition 5.3.7. IfX is a finitely generated Λ-module, then there is a pseudo-
isomorphism (Λ-module map with finite kernel and cokernel) X → ⊕iΛ/fiΛ, where
the fi are elements of Λ (which can be zero). If furtherX is a torsion Λ-module then
the characteristic ideal char(X) of X is the (nonzero) ideal (

∏
i fi)Λ. If convenient

we may assume that each nonzero fi is a power of an irreducible element of Λ.

Definition 5.3.8. If c ∈ H1(Q,T), we let Ind(c) denote the principal ideal of
Λ

Ind(c) = char((H1(Q,T)/Λc)tors).
By Lemma 5.3.5, H1(Q,T) is pseudo-isomorphic to a free Λ-module. If we fix a
pseudo-isomorphism ψ : H1(Q,T)→ Λr and write ψ(c) = (a1, . . . , ar), then Ind(c)
is the greatest common divisor of the ai. It follows that there is an ideal B of finite
index in Λ such that Bc ∈ Ind(c)H1(Q,T).

If κ ∈ KS(T) (or κ ∈ KS(T)) we will write Ind(κ) = Ind(κ1).

Definition 5.3.9. If κ ∈ KS(T), we will say that κ is Λ-primitive if the blind
spot of κ (see Definition 3.1.6) contains no height-one primes of Λ.

This is not in general the same as being primitive (Definition 4.5.5), which
requires that the image of κ be nonzero in KS(T̄ ).

Let X∞ = Hom(H1
F∗Λ

(Q,T∗),Qp/Zp).
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Theorem 5.3.10. Suppose κ ∈ KS(T).
(i) char(X∞) divides Ind(κ).
(ii) If χ(T) = 1, κ1 6= 0, and P is is a height-one prime of Λ not in the blind

spot of κ, then ordP(char(X∞)) = ordP(Ind(κ)).
(iii) If χ(T) = 1, κ1 6= 0, and κ is Λ-primitive then char(X∞) = Ind(κ).

Remark 5.3.11. Theorems 5.3.6 and 5.3.10 remain true (with the same proofs)
if KS(T) is replaced by KS(T). This is useful when starting with an Euler system
and applying Theorem 5.3.3. For simplicity we will give the proof only for KS(T).

Theorem 5.3.10 can be used to prove “main conjectures”. See the examples of
§§6.1 and 6.2.

The rest of this section is devoted to the proofs of Theorems 5.3.6 and 5.3.10.
We will apply the results of §5.2 to quotients T/PT for appropriate primes P of
Λ, and deduce the desired results about T.

Suppose P is a height-one prime ideal of Λ. Let SP denote the integral closure
of Λ/P. Then SP is a discrete valuation ring, [SP : Λ/P] is finite, and T⊗Λ SP =
T ⊗Zp SP. We will study Kolyvagin systems on T by studying their images in
KS(T ⊗ SP), and applying the results of §5.2 to the latter. We will make frequent
use of the exact sequence, obtained by fixing a generator ρ of P,

0 −→ T
ρ−→ T −→ T/PT −→ 0. (13)

As in Definition 3.2.1, we have a canonical Selmer structure Fcan on T ⊗ SP

given by
• Σ(Fcan) = {` : T is ramified at `} ∪ {p,∞},
• if ` ∈ Σ(Fcan) and ` 6= p,∞ then

H1
Fcan

(Q`, T ⊗ SP) = ker[H1(Q`, T ⊗ SP)→ H1(Qunr
` , T ⊗ Frac(SP))],

• H1
Fcan

(Qp, T ⊗ SP) = H1(Qp, T ⊗ SP),
• H1

Fcan
(R, T ⊗ SP) = H1(R, T ⊗ SP),

where Frac(SP) is the field of fractions of SP.

Definition 5.3.12. Define an exceptional set of height-one primes of Λ by

ΣΛ = {P : H2(QΣ/Q,T)[P] is infinite} ∪ {P : H2(Qp,T)[P] is infinite} ∪ {pΛ}.

It follows from Lemma 5.3.4 that ΣΛ is finite.

Lemma 5.3.13. Suppose P is a height-one prime ideal of Λ. The inclusion

T/PT = T ⊗ (Λ/P) ↪→ T ⊗ SP

induces maps

H1
FΛ

(Qv,T/PT)→ H1
Fcan

(Qv, T ⊗ SP),

H1
F∗can(Qv, (T ⊗ SP)∗)→ H1

F∗Λ
(Qv, (T/PT)∗),

for every place v. If P /∈ ΣΛ, then the kernels and cokernels of these maps are
finite with order bounded by a constant depending only on T and [SP : Λ/P].

Proof. First suppose that v is a prime ` 6= p, and let I be the inertia group
of `. By definition, H1

FΛ
(Q`,T/PT) is the image of H1(Q`,T) in H1(Q`,T/PT).
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Using Lemma 5.3.1(ii) for the first equality, the map H1(Q`,T)→ H1(Q`,T/PT)
factors through

H1(Q`,T) = H1(Qunr
` /Q`,TI)→ H1(Qunr

` /Q`,TI/PTI)

→ H1(Qunr
` /Q`, (T/PT)I) = H1

unr(Q`,T/PT). (14)

Hence H1
FΛ

(Q`,T/PT) ⊂ H1
unr(Q`,T/PT), and so the image of H1

FΛ
(Q`,T/PT)

in H1(Q`, T ⊗ SP) is contained in H1
unr(Q`, T ⊗ SP). By definition this is a sub-

module of H1
Fcan

(Q`, T ⊗ SP), so we obtain the desired map

H1
FΛ

(Q`,T/PT) −→ H1
Fcan

(Q`, T ⊗ SP). (15)

The kernel of H1(Q`,T/PT) → H1(Q`, T ⊗ SP) is a quotient of H0(Q`, T ⊗
(SP/(Λ/P))), which has order bounded by [SP : Λ/P]rankZpT . Hence the same
bound holds for the kernel of (15).

We now consider the cokernel of (15). In (14), the map

H1(Qunr
` /Q`,TI)→ H1(Qunr

` /Q`,TI/PTI)

is surjective because Gal(Qunr
` /Q`) has cohomological dimension one. Taking I-

cohomology of (13) yields

0 −→ TI/PTI −→ (T/PT)I −→ H1(I,T)[P] −→ 0.

Since ` 6= p the action of I on Λ is trivial, and since Λ is free over Zp we get

H1(I,T)[P] = (H1(I, T )⊗ Λ)[P].

But P 6= pΛ ∈ ΣΛ, so (recall that P acts only on the second factor of this tensor
product) H1(I, T )⊗ Λ has no P-torsion. Thus the composition (14) is surjective.

The cokernel of H1
unr(Q`,T/PT) → H1

unr(Q`, T ⊗ SP) has order bounded by
|T ⊗ (SP/(Λ/P))|. A straightforward diagram chase (see the proof of Lemma 1.3.5
of [Ru6]) shows that

H1
Fcan

(Q`, T ⊗ SP)/H1
unr(Q`, T ⊗ SP) ∼= H1(I, T ⊗ SP)Fr`=1

tors .

Since I acts trivially on the free Zp-module SP, H1(I, T ⊗ SP) = H1(I, T ) ⊗ SP

and H1(I, T ⊗ SP)tors = H1(I, T )tors ⊗ SP. But H1(I, T )tors is finite for every `,
so

|H1(I, T ⊗ SP)Fr`=1
tors | = |H1(I, T )tors ⊗ SP ⊗ Λ/(Fr` − 1)Λ|.

Since Λ/(Fr` − 1)Λ has finite Zp-rank, the right-hand side has finite order with a
bound depending only on T and `. If T is unramified at ` then H1(I, T )tors =
Hom(I, T )tors = 0, and we conclude that the cokernel of (15) is finite with a bound
depending only on T and [SP : Λ/P].

Now consider the case v = p. Taking GQp-cohomology of the sequence (13)
shows that the cokernel of H1(Qp,T) → H1(Qp,T/PT) is H2(Qp,T)[P]. Since
P /∈ ΣΛ, we have that H2(Qp,T)[P] is finite. Hence this cokernel is no bigger
than the maximal finite submodule of the finitely-generated Λ-module H2(Qp,T),
so [H1(Qp,T/PT) : H1

FΛ
(Qp,T/PT)] is finite and independent of P.

By definition H1
Fcan

(Qp, T ⊗ SP) = H1(Qp, T ⊗ SP), so the first map of the
lemma is just the composition

H1
FΛ

(Qp,T/PT) ↪→ H1(Qp,T/PT)→ H1(Qp, T ⊗ SP).
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The kernel and cokernel of the map H1(Qp,T/PT) → H1(Qp, T ⊗ SP) are con-
trolled by Hi(Qp, T⊗(SP/(Λ/P))) with i = 0 and 1, respectively, and these groups
have bounds of the desired sort.

When v =∞, it is straightforward to check that H1(R,T)→ H1(R,T/PT) is
surjective, so H1

FΛ
(R,T/PT) = H1(R,T/PT), and then the kernel and cokernel

of H1(R,T/PT)→ H1(R, T ⊗ SP) are bounded exactly as for v = p.
This gives the desired properties of the first map of the lemma for every v. The

proof for the second map is similar (the “dual” of the proof above). �

Proposition 5.3.14. For every height-one prime ideal P of Λ, the composition
T � T ⊗ (Λ/P) ↪→ T ⊗ SP induces maps

πP : H1(Q,T)/PH1(Q,T) ↪→ H1
Fcan

(Q, T ⊗ SP),

π∗P : H1
F∗can(Q, (T ⊗ SP)∗)→ H1

F∗Λ
(Q,T∗)[P].

For every P the map πP is injective. If P /∈ ΣΛ then coker(πP), ker(π∗P), and
coker(π∗P) are all finite with order bounded by a constant depending only on T and
[SP : Λ/P].

Proof. By Lemma 5.3.1(iii), H1(QΣ/Q,T) = H1(Q,T). Thus Gal(QΣ/Q)-
cohomology of (13) yields an injective map

H1(Q,T)/PH1(Q,T) ↪→ H1(QΣ/Q,T/PT) (16)

with cokernel H2(QΣ/Q,T)[P]. If P /∈ ΣΛ, then H2(QΣ/Q,T)[P] is contained in
the maximal finite submodule of the finitely-generated Λ-module H2(QΣ/Q,T), so
the cokernel of (16) is finite and bounded by a constant depending only on T .

The map
H1(QΣ/Q,T/PT) −→ H1(QΣ/Q, T ⊗ SP) (17)

has kernel and cokernel controlled by Hi(QΣ/Q, T ⊗ (SP/(Λ/P))) with i = 0 and
1, respectively.

The Λ-module SP/(Λ/P) has a Jordan-Holder filtration in which all quotients
are Z/pZ (with trivial Galois action). Hence by Lemma 3.5.2,

H0(QΣ/Q, T ⊗ (SP/(Λ/P))) = 0,

so (17) is injective. On the other hand, H1(QΣ/Q, T ⊗ (SP/(Λ/P))) is finite with
order bounded by a function of rankZpT , [SP : Λ/P], and Σ. Thus the cokernel of
(17) is bounded in terms of T and [SP : Λ/P].

Lemma 5.3.13 shows that (17) restricts to a (still injective) map

H1
FΛ

(Q,T/PT) ↪→ H1
Fcan

(Q, T ⊗ SP). (18)

It follows from the bounds on the kernels and cokernels in Lemma 5.3.13 that the
cokernel of (18) is finite with order bounded by a constant depending only on T
and [SP : Λ/P]. The map πP is the composition of (16) and (18), so combining
the observations above we get the desired properties of ker(πP) and coker(πP).

The map π∗P and the bounds on its kernel and cokernel follow from Lemma
5.3.13 in the same way, using Lemma 3.5.3 as well to identify H1

F∗Λ
(Q,T∗[P]) with

H1
F∗Λ

(Q,T∗)[P]. �

Corollary 5.3.15. For every height-one prime P of Λ, there is a natural map

KS(T,FΛ)→ KS(T ⊗ SP,Fcan).
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Proof. We have maps KS(T,FΛ) → KS(T/PT,FΛ) → KS(T ⊗ SP,Fcan),
the first by functoriality (Remark 3.1.4) and the second by Lemma 5.3.13. �

Lemma 5.3.16. If P is a height-one prime of Λ, and P /∈ ΣΛ, then

χ(T ⊗ SP,Fcan) = rankZpT
−

where T− is the minus part of T for complex conjugation.

Proof. By Theorem 5.2.15,

χ(T ⊗ SP) = rankSP
(T ⊗ SP)− + corankSP

H0(Qp, (T ⊗ SP)∗)

where (T ⊗ SP)− is the minus part of T ⊗ SP for complex conjugation. But (T ⊗
SP)− = T−⊗SP, so rankSP

(T⊗SP)− = rankZp
T−. Further, H0(Qp, (T/PT)∗) is

dual to H2(Qp,T/PT), and H2(Qp,T/PT) ∼= H2(Qp,T)/PH2(Qp,T) because
GQp

has cohomological dimension 2. SinceH2(Qp,T) is a finitely-generated torsion
Λ-module (Lemma 5.3.4) and P /∈ ΣΛ, we see thatH2(Qp,T)/PH2(Qp,T) is finite.
Hence H0(Qp, (T ⊗ SP)∗) is finite as well, and this proves the lemma. �

Definition 5.3.17. We define χ(T) to be the common value (by Lemma 5.3.16)
of χ(T ⊗ SP,Fcan) for P /∈ ΣΛ. Equivalently, χ(T) = rankZp

T−.

Remark 5.3.18. By Proposition 1.3.2 of [PR3], if the weak Leopoldt conjec-
ture holds for T then rankΛH

1(Q,T) = χ(T).

If κ ∈ KS(T) and P is a height-one prime of Λ, let κ(P) denote the image of
κ in KS(T ⊗ SP,Fcan) under the map of Corollary 5.3.15.

Corollary 5.3.19. Suppose κ ∈ KS(T) and κ1 6= 0. Then for all but finitely
many height-one primes P of Λ, the class κ(P)

1 ∈ H1(Q, T ⊗ SP) is nonzero.

Proof. Since κ1 is a nonzero element of the finitely-generated torsion-free
(Lemma 5.3.5) Λ-module H1(Q,T), there are only finitely many height-one primes
P such that κ1 ∈ PH1(Q,T). Thus the corollary follows from the injectivity of
the map πP in Proposition 5.3.14. �

Lemma 5.3.20. Suppose κ ∈ KS(T) and P is a height-one prime of Λ, and P

is not in the blind spot of κ. Then κ(P) 6= 0.

Proof. Write TP = T/PT. Fix nonzero elements α, β ∈ Λ/P such that
αSP ⊂ Λ/P and the image of κ in KS(TP/βTP,Pj) is nonzero for every j. In
particular (taking j such that mj(Λ/P) ⊂ αβ(Λ/P)) we can find an n ∈ Nj such
that In(Λ/P) ⊂ αβ(Λ/P) and the image of κn in H1(Q, TP/βTP)⊗Gn is nonzero.

Since P is prime, we have an injection TP/βTP
α−→ TP/αβTP and hence

(by Lemma 3.5.2) an injection H1(Q, TP/βTP) α−→ H1(Q, TP/αβTP). Thus the
image of ακn in H1(Q, TP/αβTP)⊗Gn is nonzero. From the composition

H1(Q, TP/αβTP)→ H1(Q, (T ⊗ SP)/αβ(T ⊗ SP)) α−→ H1(Q, TP/αβTP)

we conclude that the image of κn in H1(Q, (T ⊗SP)/αβ(T ⊗SP))⊗Gn is nonzero,
and so κ(P) 6= 0. �

Proof of Theorem 5.3.6. By Corollary 5.3.19 we can choose a height-one
prime P of Λ such that P /∈ ΣΛ and κ(P)

1 6= 0.
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Applying Theorem 5.2.2 to κ(P) shows that H1
F∗can(Q, (T ⊗ SP)∗) is finite, and

then Proposition 5.3.14 shows that H1
F∗Λ

(Q,T∗)[P] is finite. But Λ∗[P] = (Λ/P)∗

is infinite, and so H1
F∗Λ

(Q,T∗) must be co-torsion. �

Proof of Theorem 5.3.10. If κ1 = 0 then Ind(κ) = 0 and there is nothing
to prove. So we assume from now on that κ1 6= 0.

Fix a height-one prime P of Λ, and suppose first that P 6= pΛ. For convenience
we identify Λ with the power series ring Zp[[U ]], and we fix a generator ρ(U) of
P which is a distinguished polynomial (a monic polynomial congruent to Udeg(ρ)

modulo p). For every N let

PN = (ρ(U) + pN )Λ.

Since P 6= pΛ, the PN are distinct ideals of Λ, and different from P.
Fix a pseudo-isomorphism

X∞ −→
⊕
i

(Λ/Pmi)
⊕
j

(Λ/fjΛ) (19)

where each fj is prime to P. In particular ordP(char(X∞)) =
∑
imi.

We first claim that if N is sufficiently large, then PN satisfies the following
properties:

(i) PN is a prime ideal and Λ/P ∼= Λ/PN ,
(ii) the image of κ1 in H1(Q, T ⊗ SPN

) is nonzero,
(iii) the cokernel of the injection

H1(Q,T)/PNH
1(Q,T) ↪→ H1

Fcan
(Q, T ⊗ SPN

)

is finite with order bounded by a constant independent of N ,
(iv) PN is prime to each fj in (19), and PN /∈ ΣΛ.

It follows without difficulty from Hensel’s Lemma that the first property holds for
N sufficiently large. The second property holds for all but finitely many N by
Corollary 5.3.19, and the third holds for all but finitely many N by Proposition
5.3.14 (and using property (i)). The fourth property clearly holds for all but finitely
many N .

Fix an N large enough so that these properties hold, write Q = PN , and let
κ(Q) denote the image of κ in KS(T ⊗SQ,Fcan). We will apply the results of §5.2
to κ(Q).

Let d = ordP(Ind(κ)), and let e be the ramification degree of SQ/Zp. Since
Λ/(Pd,Q) = Λ/(Q, pNd), it follows from (ii) and (iii) above that |∂(0)(κ(Q))−Nde|
is bounded independently of N . Hence by Theorem 5.2.2 (writing O(1) for an
integer bounded independently of N)

lengthSQ
H1
F∗can(Q, (T ⊗ SQ)∗) ≤ Ne ordP(Ind(κ)) +O(1), (20)

and so by Proposition 5.3.14, writing r = rankZpSQ,

lengthZp
H1
F∗Λ

(Q,T∗)[Q] ≤ Nr ordP(Ind(κ)) +O(1).
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On the other hand, using (19),

lengthZp
H1
F∗Λ

(Q,T∗)[Q] = lengthZp
(X∞/QX∞)

=
∑
i

lengthZp
Λ/(Pmi ,Q) +O(1)

=
∑
i

lengthZp
Λ/(Q, pNmi) +O(1)

= Nr
∑
i

mi +O(1) = Nr ordP(char(X∞)) +O(1),

so taking N sufficiently large shows that ordP(char(X∞)) ≤ ordP(Ind(κ)). Since
P was arbitrary, this proves (i).

Now suppose further that χ(T) = 1 and P is not in the blind spot of κ. Let
mP and mQ denote the maximal ideals of SP and SQ, respectively. By Lemma
5.3.20, there is an n such that the image of κn in H1(Q, (T ⊗ SP)/In(T ⊗ SP))
is nonzero. Fix k such that InSP ⊂ mk

PSP and such that the image of κn in
H1(Q, (T ⊗ SP)/mk

P(T ⊗ SP)) is nonzero (we can suppose InSP = mk
PSP unless

InSP = 0).
Suppose N is large enough so that properties (i) through (iv) above hold, and in

addition N > k. Then (T⊗SQ)/mk
Q(T⊗SQ) ∼= (T⊗SP)/mk

P(T⊗SP) so the image
of κn in H1(Q, (T ⊗ SQ)/mk

Q(T ⊗ SQ)) is nonzero. In particular ∂(∞)(κ(Q)) < k.
By Lemma 5.3.16 we have χ(T ⊗ SP,Fcan) = χ(T) = 1, so Theorem 5.2.12(vii)
shows that equality holds in (20). With this equality the argument above shows
that ordP(char(X∞)) = ordP(Ind(κ)).

This proves what we need for primes P 6= pΛ. When P = pΛ, we can repeat
the argument above with PN = (UN + p)Λ, to obtain the same result. Combining
all of this information proves the theorem. �

We end this section with some questions and speculation.
Recall the module of Euler systems ES(T ) = ES(T,P) given by Definition

3.2.2. The natural action of GQ on H1(F, T ) for finite abelian extensions F of Q
gives an action of Gab

Q on ES(T ). Further, H1(Q,T) and all of the H1(Q,T/InT)
have a natural Λ-module structure induced by the Λ-module structure on T (al-
ternatively this action can be defined using Lemma 5.3.1(i)), so KS(T) also has a
Gab

Q action which factors through Gal(Q∞/Q).
Let A be the kernel of the restriction map Zp[[Gab

Q ]]→ Λ. Since A annihilates
KS(T), AES(T ) maps to zero under the Euler-system-to-Kolyvagin-system map of
Theorem 5.3.3. Consider the composition

ψ : ES(T )/AES(T )
ψEK−−−→ KS(T)

ψ1−−→ H1(Q,T)

where ψEK is the map induced by Theorem 5.3.3, and ψ1(κ) = κ1. Then ψ(c) =
{cQn}, and all of these maps are Λ-module homomorphisms.

Question 5.3.21. Is ψ injective?

Even in the basic examples we do do not know the answer to this question.
Assuming the weak Leopoldt conjecture for T , we have (Proposition 1.3.2 of [PR3])
that rankΛH

1(Q,T) = χ(T). In many examples (see §6.1 and §6.2) we have that
χ(T) = 1, and in some of those examples we know that the image of ψ is free of
rank one, and we know an Euler system c such that ψ(c) generates the image of ψ.
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If ψ were injective, it would follow that ES(T )/AES(T ) would be free of rank one
over Λ, and therefore (Nakayama’s Lemma) ES(T ) would be cyclic over Zp[[Gab

Q ]],
generated by c.

Assuming a conjecture of Greenberg [Gr1] and using a result of Seo (Theorem
C of [Seo]), it is possible to show that ψ is injective for the cyclotomic unit Euler
system discussed in §6.1 below.

Question 5.3.22. Is ψEK surjective?

In other words, does every Kolyvagin system for T come from an Euler system?
Again, this seems to be very difficult.

Question 5.3.23. Is ψ1 injective?

The analogous map KS(T̄ ) → H1
F (Q, T̄ ) is not injective if χ(T̄ ) > 1 (see

Remark 5.1.2). However, the construction that leads to Remark 5.1.2 does not
work over Λ.

Note that if the answers to Questions 5.3.21 and 5.3.22 are “yes”, then the
answer to Question 5.3.23 is also “yes”.

Question 5.3.24. What is the image of ψ?

Let H1(Q,T) denote the double Λ-dual Hom(Hom(H1(Q,T),Λ),Λ). Then
H1(Q,T) is a free Λ-module and there is a natural injection H1(Q,T) ↪→ H1(Q,T)
(since H1(Q,T) is torsion-free) with finite cokernel. Let ψ denote the composition
of ψ with this inclusion.

It follows from Theorem 5.3.10 that image(ψ) ⊂ char(X∞)H1(Q,T).
When χ(T) = 1, conjecturally we have rankΛH

1(Q,T) = 1 and it seems
reasonable to hope that image(ψ) = char(X∞)H1(Q,T). If the weak Leopoldt
conjecture holds for T and KS(T) contains a Λ-primitive Kolyvagin system, then
this equality follows from Theorem 5.3.10. Both of these conditions do hold in
many examples, see §6.1.

When χ(T) > 1, it is less clear what to expect. The simplest answer would
be image(ψ) = char(X∞)H1(Q,T); some evidence for this can be found in §6 of
[Ru4]. But at present there are no well-understood examples with χ(T) > 1.



CHAPTER 6

Examples

6.1. The multiplicative group

For this section fix a character ρ : GQ → Z×p of finite order. Assume that p > 2,
so that the order of ρ is prime to p. Let L be the cyclic extension of Q which is the
fixed field of ρ, and ∆ = Gal(L/Q). If M is a Zp[∆]-module, then Mρ will denote
the submodule of M on which ∆ acts via ρ.

First, suppose k ∈ Z+, and let R = Z/pkZ and T = µpk ⊗ ρ−1, a one-
dimensional representation with GQ acting via the product of ρ−1 and the cy-
clotomic character.

We have

H1(Q, T ) = H1(Q,µpk ⊗ ρ−1) ∼= (H1(L,µpk)⊗ ρ−1)∆ ∼= (L×/(L×)p
k

)ρ, (21)

the last isomorphism depending on a choice of generator of the free rank-one R-
module ρ−1. Similarly for every prime ` we have

H1(Q`, T ) ∼= (L×` /(L
×
` )p

k

)ρ, (22)

where L` = L⊗Q` is the sum of the completions of L at primes above `.
The dual representation T ∗ = Hom(T,µp∞) is a one-dimensional representation

with GQ acting via ρ. We have

H1(Q, T ∗) ∼= (H1(L,Z/pkZ)⊗ ρ)∆ = Hom(GL,Z/pkZ)ρ
−1
, (23)

the subgroup of Hom(GL,Z/pkZ) on which GQ acts via ρ−1. Similarly for every
prime ` we have

H1(Q`, T
∗) ∼= (

⊕
λ|`

Hom(GLλ
,Z/pkZ))ρ

−1
. (24)

Definition 6.1.1. Define a Selmer structure F by taking Σ(F) to be the set
of primes where ρ is ramified, together with p and ∞. For every prime ` /∈ Σ(F)
one can check that

H1
f (Q`, T ) ∼= (O×L,`/(O

×
L,`)

pk

)ρ

under the identification (22), where OL,` = OL ⊗ Z`. For primes ` ∈ Σ(F) we
define H1

F (Q`, T ) = (O×L,`/(O
×
L,`)

pk

)ρ as well. (Since p > 2, we have H1(R, T ) = 0
so we can safely ignore the infinite place.)

Let Fcan be the “canonical” Selmer structure on T induced from Zp(1) ⊗ ρ−1

as in Definition 3.2.1. One can check ([Ru6] §1.6.C) that Fcan is obtained from F
by relaxing the condition at p, i.e., H1

Fcan
(Qp, T ) = H1(Qp, T ) and H1

Fcan
(Q`, T ) =

H1
F (Q`, T ) for ` 6= p.

69
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The dual Selmer structure F∗ is given as follows ([Ru6] §1.6.B). For every
prime ` /∈ Σ(F∗) = Σ(F) we have

H1
f (Q`, T

∗) ∼= ⊕λ|`(Hom(GLλ
/Iλ,Z/pkZ))ρ

−1

under the identification (24), where Iλ is the inertia group in GLλ
. For primes

` ∈ Σ(F) we have H1
F∗(Q`, T

∗) = (⊕λ|`Hom(GLλ
/Iλ,Z/pkZ))ρ

−1
as well.

The Selmer structure F∗can is obtained from F∗ by strengthening the condition
at p, i.e., H1

F∗can(Qp, T
∗) = 0 and H1

F∗can(Q`, T
∗) = H1

F∗(Q`, T
∗) for ` 6= p.

Lemma 6.1.2. If ρ(p) 6= 1 then F = Fcan.

Proof. If ρ is nontrivial on the decomposition group of p, then it follows from
(22) and (24) that H1(Qp, T ) and H1(Qp, T

∗) are both zero. �

Proposition 6.1.3. We have natural exact sequences

0 −→ (O×L /(O
×
L )p

k

))ρ −→ H1
F (Q, T ) −→ Cl(L)[pk]ρ −→ 0

0 −→ (OL[1/p]×/(OL[1/p]×)p
k

))ρ −→ H1
Fcan

(Q, T ) −→ Cl′(L)[pk]ρ −→ 0

and isomorphisms

H1
F∗(Q, T

∗) ∼= Hom(Cl(L)ρ,Z/pkZ), H1
F∗can(Q, T

∗) ∼= Hom(Cl′(L)ρ,Z/pkZ)

where Cl(L) is the ideal class group of L, and Cl′(L) is Pic(OL[1/p]), the quotient
of Cl(L) by the classes of primes above p.

Proof. From the definition of F , under the identification (21) we have

H1
F (Q, T ) = {x ∈ (L×/(L×)p

k

)ρ : ordλ(x) ≡ 0 (mod pk) for every λ}.

This gives the first exact sequence of the proposition, where the map H1
F (Q, T )→

Cl(L)[pk]ρ sends x to the class of an ideal a such that ap
k

is the ideal generated by
(any representative of) x.

The second exact sequence is similar.
Under the identification (23), H1

F∗(Q, T
∗) consists of the unramified homo-

morphisms in H1(Q, T ∗), and H1
F∗can(Q, T

∗) consists of those unramified homomor-
phisms which are trivial on the decomposition group at p, i.e.,

H1
F∗(Q, T

∗) = Hom(Cl(L),Z/pkZ)ρ
−1
,

H1
F∗can(Q, T

∗) = Hom(Cl′(L),Z/pkZ)ρ
−1
.

This gives the rest of the proposition. �

Similarly if we take R = Zp and T = Zp(1)⊗ ρ−1 we get isomorphisms

H1
F (Q, T ) ∼= (O×L ⊗ Zp)ρ, H1

Fcan
(Q, T ) ∼= (OL[1/p]× ⊗ Zp)ρ (25)

since lim←−
k

Cl(L)[pk] = 0, and

H1
F∗(Q, T

∗) ∼= Hom(Cl(L)ρ,Qp/Zp), H1
F∗can(Q, T

∗) ∼= Hom(Cl′(L)ρ,Qp/Zp).
(26)
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Definition 6.1.4. Take P to be the set of all primes different from p. Fix a
collection {ζn : n ∈ Z+} such that ζn is a primitive n-th root of unity and ζmmn = ζn
for every m and n. If F is a finite abelian extension of Q of conductor f , we define
cF to be the image of NQ(µfp)/F (ζfp − 1) under the Kummer map

F× ↪→ H1(F,Zp(1)).

One can check without difficulty that this defines an Euler system in the sense of
[Ru6] Chapter 2, the Euler system of cyclotomic units. To obtain an Euler system
c ∈ ES(Zp(1),P,Qab) satisfying Definition 3.2.2 we need to modify these units
slightly (see Remark 3.2.3) as in [Ru6] §9.6.

By Remark 3.2.5, the Euler system c gives an Euler system cρ ∈ ES(T,Pρ,Qab)
where Pρ is the set of primes not dividing pmρ and mρ is the conductor of ρ. For
r prime to mρ, using the identification (21), we have

cρQ(µr) =
∏

δ∈Gal(Q(µrpmρ
)/Q(µr))

(ζrpmρ
− 1)ρ

−1(δ)δ. (27)

Hypotheses (a) and (b) of Theorem 3.2.4 are satisfied, and H0(Qp, T
∗) is either

zero (if ρ(p) 6= 1) or all of T ∗ (if ρ(p) = 1). Thus by Theorem 3.2.4, cρ gives rise to
a Kolyvagin system κρ ∈ KS(T,Fcan,Pρ) with

κρ1 = cρQ =
( ∏
δ∈Gal(Q(µmρ

)/Q)

(ζmρ − 1)ρ
−1(δ)δ

)1−ρ−1(p)

. (28)

This will be trivial unless ρ is an even character and ρ(p) 6= 1.
There is no way to get something nontrivial when ρ is odd, because cyclotomic

units have no “odd components”. However, we can eliminate the assumption that
ρ(p) 6= 1. Namely, if Qab,p denotes the maximal abelian extension of Q which is
unramified at p, then we can define an Euler system c̄ρ ∈ ES(T,Pρ,Qab,p) satisfying

c̄ρQ(µr) =
∏

δ∈Gal(Q(µrmρ
)/Q(µr))

(ζrmρ
− 1)ρ

−1(δ)δ

in place of (27). As long as ρ 6= 1 we get a Kolyvagin system κρ ∈ ES(T,Fcan,Pρ)
by Theorem 3.2.7.

Thus for every even nontrivial ρ we get a Kolyvagin system κρ satisfying

κρ1 =
∏

δ∈Gal(Q(µmρ
)/Q)

(ζmρ
− 1)ρ

−1(δ)δ, (29)

and using the fact that ζf is a unit when f is not a prime power one can show that
in fact κρ ∈ KS(T,F ,Pρ).

Let ω : GQ → Z×p denote the Teichmuller character giving the action of GQ on
µp.

Lemma 6.1.5. Suppose ρ 6= 1 and ρ 6= ω. Then T satisfies hypotheses (H.0),
(H.1), (H.2), (H.3), and (H.4a) of §3.5, and F and Fcan both satisfy (H.6).

Proof. Hypotheses (H.0) and (H.1) are trivially satisfied, and (H.2) holds
with τ = 1. If ρ 6= 1 and ρ 6= ω, then (H.3) holds as well (note that since ρ has
order prime to p, it is not congruent to either 1 or ω modulo p). Since ρ takes
values in Z×p , ρ2 cannot equal ω and therefore (H.4a) holds. Lemma 3.7.1 shows
that (H.6) holds for F and Fcan. �
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Proposition 6.1.6.

χ(T,F) =

{
1 if ρ is even, ρ 6= 1,
0 if ρ is odd, ρ 6= ω

Proof. From Theorem 4.1.13 and Proposition 6.1.3 we have (when R =
Z/pkZ)

kχ(T,F) = length(H1
F (Q, T ))− length(H1

F∗(Q, T
∗)) = length(O×L /(O

×
L )p

k

)ρ

and the proposition follows. �

For χ(T,Fcan) see Theorem 5.2.15.
The following result is the main application of the cyclotomic unit Kolyvagin

system κρ. Originally known as the Gras conjecture, it was proved by the first
author and Wiles in [MW]. The proof sketched here is essentially due to Kolyvagin
([Ko], see also [Ru1]).

Theorem 6.1.7. If ρ is an even character, and CL ⊂ O×L denotes the subgroup
of cyclotomic units of L, then

|Cl(L)ρ| = |O×L /CL|
ρ.

Proof. Apply Corollary 5.2.13(ii) to the Kolyvagin system κρ ∈ KS(T,F ,Pρ)
satisfying (29). Equations (25) and (29) show that ∂(0)(κρ) = length((O×L /CL)ρ),
and together with (26) this yields

|Cl(L)ρ| ≤ |O×L /CL|
ρ.

By a standard method using the analytic class number formula, (see for example
[Ru1] Theorem 4.2) this inequality for all ρ implies that equality must hold for all
ρ. �

Remark 6.1.8. The proof of Theorem 6.1.7 shows, using Corollary 5.2.13(ii),
that κρ is primitive.

Now take R = Λ, T = Zp(1) ⊗ ρ−1, and T = T ⊗ Λ as in §5.3. By Theorem
5.3.3 the cyclotomic unit Euler system defined by (27) gives rise to a Kolyvagin
system κρ,∞ ∈ KS(T,FΛ) where FΛ is the Selmer structure of Definition 5.3.2.
We have

κρ,∞1 = {cρQn
} ∈ lim←−

n

(L×n )ρ ⊂ H1(Q,T)

where Ln = LQn and cρQn
∈ (L×n )ρ is given by

cρQn
=

∏
δ∈Gal(Q(µpn+1mρ

)/Qn)

(ζpn+1mρ
− 1)ρ

−1(δ)δ.

Applying the results of §5.3 to κρ,∞ leads to the following theorem, equivalent to
Iwasawa’s “main conjecture” which was proved by the first author and Wiles in
[MW]. Let Cn ⊂ O×Ln

denote the group of cyclotomic units in Ln, and let C∞ and
E∞ denote the inverse limits (with respect to norm maps) of the p-adic completions
of the Cn and O×Ln

, respectively.

Theorem 6.1.9. If ρ is an even character then

char(lim←−
n

(Cl(Ln)[p∞])ρ) = char(Eρ∞/Cρ∞).
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Proof. Suppose first that ρ(p) 6= 1. Then H1(Q,T) = Eρ∞ and κρ,∞1 is a
generator of Cρ∞, so

Ind(κρ,∞) = char(Eρ∞/Cρ∞).
As in Proposition 6.1.3 (and using Lemma 6.1.2) we have

Hom(H1
F∗Λ

(Q,T∗),Qp/Zp) = lim←−
n

(Cl(Ln)[p∞])ρ.

It follows from Remark 6.1.8 that κρ,∞ is Λ-primitive, so in this case the theorem
follows directly from Theorem 5.3.10 (and Remark 5.3.11).

When ρ(p) = 1, the statements above still hold “up to” powers of the augmen-
tation ideal A of Λ. But one can show that char(lim←−(Cl(Ln)[p∞])ρ) is not divisible
by A. See [Ru6] §3.2 for details.

Taking these facts into account, Theorem 5.3.10 (together with Remark 5.3.11)
shows in this case that

char(lim←−
n

(Cl(Ln)[p∞])ρ) divides char(Eρ∞/Cρ∞).

Once again a standard argument using the analytic class number formula (see for
example [MW] §1.6 or [Ru1] p. 414) allows us to turn this divisibility (for all ρ)
into an equality. �

Remark 6.1.10. When ρ(p) 6= 1, it follows from Remark 6.1.8 that the blind
spot of κKato is empty.

Suppose now that ρ(p) = 1. Let A denote the augmentation ideal of Λ, and
κρ,∞,A denote the image of κρ,∞ in KS(T/AT) = KS(Zp(1) ⊗ ρ−1). Then
(28) shows that κρ,∞,A

1 vanishes. But KS(Zp(1) ⊗ ρ−1) is free of rank one over
Zp (Theorem 5.2.10(ii) and Proposition 6.1.6), and the Kolyvagin system κ ∈
KS(Zp(1) ⊗ ρ−1) of Definition 6.1.4 has nonvanishing κ1 (given by (29)). Since
H1(Q,Zp(1) ⊗ ρ−1) is torsion-free, we conclude that κρ,∞,A = 0. Thus (using
Proposition 5.2.9) A is in the blind spot of κρ,∞.

6.2. Elliptic curves

For this section fix an elliptic curve E defined over Q. We will assume that

p > 3, (30)

the p-adic representation GQ → Aut(E[p∞]) ∼= GL2(Zp) is surjective. (31)

Suppose first that k ∈ Z+, and let R = Z/pkZ and T = E[pk], the pk-torsion in
E(Q̄).

Definition 6.2.1. Define a Selmer structure F by taking Σ(F) to be the set
of primes where E has bad reduction, together with p and ∞. For every prime
` /∈ Σ(F) one can check that H1

f (Q`, E[pk]) is the image of the Kummer map

E(Q`)/pkE(Q`) ↪→ H1(Q`, E[pk]).

For primes ` ∈ Σ(F) we define H1
F (Q`, T ) to be the image of the Kummer map as

well.
With this Selmer structure H1

F (Q, E[pk]) is the classical pk-Selmer group of E,
which sits in an exact sequence

0→ E(Q)/pkE(Q) −→ H1
F (Q, E[pk]) −→XE [pk] −→ 0 (32)

where XE is the Tate-Shafarevich group of E.
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The Weil pairing identifies E[pk]∗ = E[pk], and one can show that F∗ = F .
Similarly if R = Zp and T is the p-adic Tate module Tp(E), we define F

analogously and get

0→ E(Q)⊗ Zp −→ H1
F (Q, Tp(E)) −→ lim←−

k

XE [pk] −→ 0.

If XE is finite then this becomes an isomorphism H1
F (Q, Tp(E)) ∼= E(Q)⊗ Zp.

Now let Fcan be the “canonical” Selmer structure on T as in Definition 3.2.1.
Then Fcan is obtained from F by relaxing the condition at p, i.e.,

H1
Fcan

(Q`, E[pk]) =

{
image[H1(Qp, Tp(E))→ H1(Qp, E[pk])] if ` = p,
H1
F (Q`, E[pk]) if ` 6= p.

Similarly F∗can is obtained from F by setting

H1
F∗can(Qp, E[pk]) = ker[H1(Qp, E[pk])→ H1(Qp, E[p∞])].

Then F∗can ≤ F ≤ Fcan and so

H1
F∗can(Q, E[pk]) ⊂ H1

F (Q, E[pk]) ⊂ H1
Fcan

(Q, E[pk]).

Proposition 6.2.2. χ(T,F) = 0 and χ(T,Fcan) = 1.

Proof. Since H1
F (Q, E[p]) = H1

F∗(Q, E[p]∗), we have χ(T,F) = 0 by Theo-
rem 4.1.13. Also

χ(T,Fcan) = χ(Tp(E),Fcan) = rankZp
Tp(E)− = 1

by Theorem 5.2.15. �

Lemma 6.2.3. With assumptions as above, T satisfies hypotheses (H.0), (H.1),
(H.2), (H.3), and (H.4) of §3.5, and F and Fcan both satisfy (H.6).

Proof. Hypothesis (H.0) is trivially satisfied, (H.1), (H.2), and (H.3) hold
thanks to (31), and (H.4b) holds because of (30). Lemma 3.7.1 shows that (H.6)
holds for F and Fcan. �

Let N be the conductor of E. Kato [Ka2] (see also [Sch] and §3.5 of [Ru6])
has constructed an Euler system for (Tp(E),P ′), where P ′ is the set of primes
not dividing NpDD′ with two auxiliary positive integers D,D′ used in Kato’s
construction. Every ` ∈ P ′ satisfies hypothesis (b) of Theorem 3.2.4, let P be the
subset of ` ∈ P ′ which also satisfy (a) of Theorem 3.2.4. Then P satisfies hypothesis
(H.5).

Using Theorem 3.2.4 (along with Propositions 5.2.9 and 6.2.2 if E(Qp)[p] 6=
0), Kato’s Euler system gives a Kolyvagin system κKato ∈ KS(Tp(E),Fcan,P).
Reducing κKato modulo pk gives a Kolyvagin system for E[pk] for every k.

The following is an application of Kato’s Kolyvagin system κKato. Let L(E, s)
denote the Hasse-Weil L-function attached to E, and LN (E, s) the L-function with
the Euler factors at primes dividing the conductor N of E removed. Let Ω be the
fundamental real period of E. We continue to suppose that p satisfies (30) and
(31).

Theorem 6.2.4 (Kato [Ka2]).
(i) If L(E, 1) 6= 0 then E(Q) and XE [p∞] are finite. If L(E, 1) = 0 and

κKato 6= 0, then either E(Q) is infinite or XE [p∞] is infinite (or both).
(ii) Suppose further that p satisfies
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(a) E has good reduction at p,
(b) p - |E(Fp)|,
(c) p does not divide the integer rE of Theorem 7.1 of [Ru5].

If L(E, 1) 6= 0 then

length(XE [p∞]) ≤ ordp
(LN (E, 1)

Ω

)
.

with equality if and only if κKato is primitive.

Proof. Applying Corollary 5.2.13(ii) to κKato shows that

length(H1
F∗can(Q, E[p∞])) ≤ ∂(0)(κKato)

with equality if and only if κKato is primitive. Combining this with Kato’s compu-
tation of κKato

1 , the exact sequence (32), and using global duality to compare the
true Selmer group H1

F (Q, E[p∞]) with H1
F∗can(Q, E[p∞]), will prove the theorem.

For the details see [Ru5] or Theorem 2.2.10 of [Ru6]. �

Remark 6.2.5. In general one does not expect the inequality in Theorem
6.2.4(ii) to be sharp. Besides the missing Euler factors in the L-value, the Birch
and Swinnerton-Dyer conjecture for the order of XE involves other terms as well,
namely |E(Q)tors| and c` = [E(Q`) : E0(Q`)] for primes ` of bad reduction. A
stronger inequality than Theorem 6.2.4(ii), which includes those factors, follows
from Theorem 6.2.7 below (see [PR5] Proposition 3.3.1). One consequence of this
is that κKato is not always primitive. The following proposition gives a direct proof
of this.

Proposition 6.2.6. Suppose L(E, 1) 6= 0 and p satisfies the hypotheses of
Theorem 6.2.4(ii). If p | c` for some ` 6= p, then κKato is not primitive.

Proof. Define a Selmer structure Fu on Tp(E) by taking

H1
Fu

(Q`, Tp(E)) =

{
H1

unr(Q`, Tp(E)) if ` 6= p,

H1(Qp, Tp(E)) if ` = p.

We also write Fu for the Selmer structure on E[p] induced by this. Then Fu ≤ Fcan

(see for example [Ru6] Lemma 1.3.5), and we will take advantage of the fact that
under the hypotheses of the lemma, Fu < Fcan.

Suppose ` 6= p and p | c`. Then (for example [Si], Corollary 15.2.1 of Appendix
C) E has split multiplicative reduction at `, so E(Q`) ∼= Q×

` /q
Z with q ∈ Q×

` , and
p | ord`(q). It follows that the image of ` under

Q×
` /q

Z � E(Q`)/pE(Q`) ↪→ H1(Q`, E[p])

does not lie in H1
Fu

(Q`, E[p]). The image of this map is precisely H1
Fcan

(Q`, E[p]),
so we conclude that H1

Fu
(Q`, E[p]) is strictly smaller than H1

Fcan
(Q`, E[p]).

It now follows from Propositions 2.3.5 and 6.2.2 that

dimFp H
1
Fu

(Q, E[p])− dimFp H
1
F∗u (Q, E[p])

< dimFp H
1
Fcan

(Q, E[p])− dimFp H
1
F∗can(Q, E[p]) = 1,

and therefore χ(E[p],Fu) = 0.
Thus by Theorem 5.1.1(i), KS(E[p],Fu) = 0. But (see Remark A.5) the proof

of Theorem 3.2.4 actually shows that the image of κKato in KS(E[p],Fcan) lies in
KS(E[p],Fu). Hence this image must be zero, and κKato is not primitive. �
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Now take R = Λ and T = Tp(E) ⊗ Λ as in §5.3. By Theorem 5.3.3, Kato’s
Euler system gives rise to a Kolyvagin system κKato,∞ ∈ KS(T,FΛ) where FΛ is
the Selmer structure of Definition 5.3.2. Applying the results of §5.3 to κKato,∞

leads to the following theorem.

Theorem 6.2.7 (Kato [Ka2]). Suppose E has good ordinary reduction or non-
split multiplicative reduction at p, and p does not divide the integer rE of Theorem
7.1 of [Ru5]. Then

char(Hom(Selp∞(E/Q∞),Qp/Zp)) divides LE,N
where LE,N ∈ Λ is the p-adic L-function attached to E with the Euler factors
at primes dividing N removed, and Selp∞(E/Q∞) is the classical p-power Selmer
group attached to E over Q∞.

If E has split multiplicative reduction at p then the augmentation ideal A of Λ
divides LE,N and

char(Hom(Selp∞(E/Q∞),Qp/Zp)) divides A−1LE,N .
If κKato,∞ is Λ-primitive then both divisibilities are equalities.

Proof. We can relate Selp∞(E/Q∞) with H1
F∗Λ

(Q,T∗) and Ind(κKato,∞) with
LE,N , and then the theorem follows from Theorem 5.3.10 (and Remark 5.3.11). See
[Ru5] for the details. �

6.3. The multiplicative group, revisited

Return to the setting of §6.1: p > 2, ρ : GQ → Z×p is a character of finite order,
L is the cyclic extension of Q which is the fixed field of ρ, ∆ = Gal(L/Q), R = Zp,
and T = Zp(1) ⊗ ρ−1. Let F be the Selmer structure on T given by Definition
6.1.1.

For this section we suppose that ρ is an odd character, different from the Te-
ichmuller character ω. By Proposition 6.1.6 we have χ(T,F) = 0, so by Theorem
5.2.10(i), KS(T,F) = 0. However, we can modify F to obtain Kolyvagin systems
as follows.

Recall (Example 2.1.8) that F` denotes the Selmer structure obtained from F
by relaxing the local condition at `, i.e., we set H1

F`(Q`, T ) = H1(Q`, T ).

Proposition 6.3.1. Suppose ` 6= p is prime and ρ(`) = 1. Then χ(T,F`) = 1.

Proof. By Proposition 2.3.5 we have

χ(T,F`)− χ(T,F) = dimFp
H1
F`(Q`, T̄ )− dimFp

H1
F (Q`, T̄ ).

But χ(T,F) = 0 by Proposition 6.1.6, and under the identification (22)

H1
F (Q`, T̄ ) ∼= Z×` /(Z

×
` )p, H1

F`(Q`, T̄ ) ∼= Q×
` /(Q

×
` )p.

Thus χ(T,F`) = 1. �

Theorem 6.3.2. Suppose ρ : GQ → Z×p is an odd character, ρ 6= ω. For every
prime ` 6= p with ρ(`) = 1, the Zp-module KS(T,F`) is free of rank one and is
generated by a primitive Kolyvagin system.

Proof. This follows from Theorem 5.2.10(ii) and Proposition 6.3.1 (using
Lemma 6.1.5). �
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Remark 6.3.3. Kolyvagin’s “Gauss sum Euler system” (see [Ko] or [Ru2])
gives an Euler system c(`) ∈ ES(T,F`,P(`)) for each ` with ρ(`) = 1, where P(`)

is the finite set of primes dividing ` − 1. These “finite” Euler systems give rise to
Kolyvagin systems κ(`) ∈ KS(T,F`,P(`)). Theorem 6.3.2 says that κ(`) can be
extended to KS(T,F`,P) where P is the set of all primes not dividing p`mρ where
mρ is the conductor of ρ. It is not clear whether the Euler systems themselves can
be extended.

The family of Kolyvagin systems {κ(`)} satisfies a “compatibility in `”, in that
the classes {κ(`)

1 ∈ (L×⊗Zp)ρ}, which are given by Gauss sums, are the values ψ(`)
of a Hecke character ψ.

Remark 6.3.4. A similar phenomenon occurs in the work of Flach [Fl]. Let E
be an elliptic curve defined over Q, R = Zp, and T = Sym2(Tp(E)), the symmetric
square of the p-adic Tate module of E. Assume that the p-adic representation
GQ → Aut(Tp(E)) is surjective, so that the hypotheses of §3.5 will be satisfied.

Theorem 5.2.15 shows that χ(T,Fcan) = 1. If FBK denotes the Bloch-Kato
Selmer structure on T used in [Fl], then FBK differs from Fcan only at p, FBK ≤
Fcan, and one can show that χ(FBK, T ) = 0. For every rational prime ` 6= p
where E has good reduction, the automorphism Fr` of T has the eigenvalue ` with
multiplicity one, and it follows that with the relaxed-at-` Selmer structure F`BK we
have

χ(T,F`BK) = χ(T,FBK) + 1 = 1.
Therefore by Theorem 5.2.10(ii) the Zp-module KS(T,F`BK) is free of rank one,
generated by a primitive Kolyvagin system, for every prime ` 6= p where E has
good reduction.

In [Fl], Flach constructs what can be viewed as the classes κ(`)
1 ∈ H1

F`
BK

(Q, T )

for these Kolyvagin systems. So far no further classes κ(`)
n have been constructed,

but the classes κ(`)
1 are compatible in an important way. See [Ma2] or [We] for

details.





APPENDIX A

Proof of Theorem 3.2.4

In this appendix we prove Theorems 3.2.4 and 5.3.3. The proof requires the
setting, notation, and results from Chapter 4 of [Ru6]. We recall most of the
essential information here and refer to [Ru6] for the details.

Let T , R, F = Fcan, and P be as in Theorem 3.2.4. Thus R is the ring of
integers of a finite extension of Qp, P is a set of primes different from p where T is
unramified, and such that for every ` ∈ P,

• T/(Fr` − 1)T is a cyclic R-module,
• Frp

k

` − 1 is injective on T for every k ≥ 0.
As usual let N be the set of all squarefree products of primes in P.

Lemma A.1. If H0(Qp, T
∗) is a divisible R-module then for every ideal I of

R, we have H1
F (Qp, T/IT ) = H1(Qp, T/IT ).

Proof. When I = 0 this is the definition of the Selmer structure F at p.
For general I the Selmer structure on T/IT is the one induced from T , i.e.,
H1
F (Qp, T/IT ) is the image of H1

F (Qp, T ) = H1(Qp, T ) in H1(Qp, T/IT ). Fixing
a generator α of I, cohomology of the exact sequence 0 → T

α−→ T → T/IT → 0
shows that

coker[H1(Qp, T )→ H1(Qp, T/IT )] ∼= H2(Qp, T )[I],

the kernel of I in H2(Qp, T ). By local duality

H2(Qp, T )[I] ∼= Hom(H0(Qp, T
∗)/IH0(Qp, T

∗),Qp/Zp)

which is zero if H0(Qp, T
∗) is divisible. �

Fix an Euler System c ∈ ES(T ) = ES(T,P,K) with K as in Theorem 3.2.4.
Definition 4.4.10 of [Ru6] associates to c a collection

{κn ∈ H1(Q, T/InT )⊗Gn : n ∈ N}

such that κ1 = cQ. Here we write simply κn for the class denoted κ[Q,n,In] of
[Ru6]. (The arguments of [Ru6] use a fixed generator of each G`, and hence of
each Gn, and produced κ[Q,n,In] ∈ H1(Q, T/InT ). Without these choices the same
construction gives κ[Q,n,In] ∈ H1(Q, T/InT )⊗Gn.)

Proposition A.2. If H0(Qp, T
∗) is a divisible R-module then the collection

{κn} is a weak Kolyvagin system for (T,F ,P) in the sense of Definition 3.1.8.
In general, if k ∈ Z+ then for all sufficiently large j the collection {κ(k)

n : n ∈
Nj} is a weak Kolyvagin system for (T/mkT,F ,Pj), where κ(k)

n denotes the image
of κn in H1(Q, T/(In,mk)T )⊗Gn.

79



80 A. PROOF OF THEOREM 3.2.4

Proof. By [Ru6] Theorem 4.5.1, κn ∈ H1
Fnp(Q, T/InT )⊗Gn. If H0(Qp, T

∗)
is divisible then Lemma A.1 shows that H1

Fnp(Q, T/InT ) = H1
Fn(Q, T/InT ).

In general H1
F (Qp, T/m

kT ) is the image of H1(Qp, T ) in H1(Qp, T/m
kT ),

which is finite, so H1
F (Qp, T/m

kT ) is the image of H1(Qp, T/m
jT ) for all suffi-

ciently large j. For such j, if n ∈ Nj then In ⊂ mj so κ
(k)
n is in the image of

H1(Q, T/mjT )⊗Gn, and hence κ(k)
n ∈ H1

Fn(Q, T/mkT )⊗Gn.
Theorem 4.5.4 of [Ru6] shows that the κn satisfy (5) of §3.1. Thus in either

case the definition of a weak Kolyvagin system is satisfied. �

The collection {κn} (or {κ(k)
n }) is not in general a Kolyvagin system, because

we will not have κn ∈ H1
F (n)(Q, T/InT ) ⊗ Gn. However, by computing the finite

projections (κn)`,f at primes ` dividing n, we will show that a slight modification
of the κn (or {κ(k)

n }) gives a Kolyvagin system. Thus it remains to compute the
(κn)`,f .

Definition A.3. If I is an ideal of R and ` ∈ P, let A`,I denote the augmen-
tation ideal of (R/I)[G` ⊗R/I]. Then there is a canonical isomorphism

ρ` = ρ`,I : A`,I/A2
`,I −→ G` ⊗R/I

which sends σ − 1 to σ ⊗ 1.
If n ∈ N let S(n) denote the set of permutations of the primes dividing n, and

let S1(n) ⊂ S(n) be the subset

{π ∈ S(n) : the ` not fixed by π form a single π-orbit}.

If π ∈ S(n) let dπ =
∏
π(`)=` `.

Theorem A.4. If n ∈ N and ` | n then

(κn)`,f =
∑

π∈S1(n)
π(`) 6=`

(−1)ν(n/dπ)(κdπ )`,f
⊗

q|(n/dπ)

ρq(Pq(Fr−1
π(q)))

where as usual ν(d) is the number of prime factors of d.

We will prove Theorem A.4 below, after using it to prove Theorems 3.2.4 and
5.3.3.

Proof of Theorem 3.2.4. Fix an Euler system c and keep the rest of the
notation above.

First suppose that H0(Qp, T
∗) is a divisible R-module. For every n ∈ N define

κ′n =
∑

π∈S(n)

sign(π)κdπ

⊗
`|(n/dπ)

ρ`(P`(Fr−1
π(`))) ∈ H

1(Q, T/InT )⊗Gn (33)

where sign(π) is the sign of the permutation π. By inspection we see that since the
κn satisfy (5) of §3.1, so do the κ′n. On further inspection we see that if ` | n then
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we can group the terms in the definition of κ′n as

κ′n =
∑

π∈S(n)
π(`)=`

sign(π)κdπ

⊗
q|(n/dπ)

ρq(Pq(Fr−1
π(q)))

+
∑

π∈S(n)
π(`)=`

∑
π′∈S1(dπ)
π′(`) 6=`

sign(ππ′)κdπ′

⊗
q|(n/dπ′ )

ρq(Pq(Fr−1
ππ′(q)))

=
∑

π∈S(n)
π(`)=`

sign(π)sπ
⊗

q|(n/dπ)

ρq(Pq(Fr−1
π(q)))

where

sπ = κdπ
−

∑
π′∈S1(dπ)
π′(`) 6=`

(−1)ν(dπ/dπ′ )κdπ′

⊗
q|(dπ/dπ′ )

ρq(Pq(Fr−1
π′(q))).

Theorem A.4 shows that (sπ)`,f = 0 for every π, so (κ′n)`,f = 0. Combining this
with Proposition A.2 we see that κ′n ∈ H1

F (n)(Q, T/InT ) ⊗Gn, and the collection
{κ′n} is a Kolyvagin system κ′ ∈ KS(T ). We have κ′1 = κ1 = cQ, so the association
c→ κ′ gives the desired map ES(T )→ KS(T ) in Theorem 3.2.4.

Now we no longer suppose that H0(Qp, T
∗) is divisible. Let k ∈ Z+, let j be

sufficiently large as in Proposition A.2, and let κ(k)
n be as in Proposition A.2. For

n ∈ Nj define κ′n ∈ H1(Q, T/mkT ) ⊗ Gn exactly as in (33), but with κn replaced
by κ

(k)
n . Then the identical computation shows that κ(k,j) = {κ′n : n ∈ Nj} ∈

KS(T/mkT,Pj). The collection {κ(k,j)} is an element of KS(T ), and this gives the
desired map ES(T )→ KS(T ). �

Remark A.5. The proof of Theorem 3.2.4 actually produces a Kolyvagin sys-
tem for a possibly finer Selmer structure. Define Fu by

H1
Fu

(Q`, T ) =

{
H1(Qp, T ) if ` = p

H1
unr(Q`, T ) if ` 6= p.

Then Fu ≤ F , and it can happen that Fu < F . More precisely, if T is unramified
at ` then H1

F (Q`, T ) = H1
Fu

(Q`, T ), but if T is ramified at ` they may be different
(see [Ru6] Lemma 1.3.5(iv)).

The proof of Theorem 4.5.1 of [Ru6] shows that in fact the classes κn used in
the proof of Theorem 3.2.4 lie in H1

(Fu)n(Q, T/InT ). Therefore the map of Theorem
3.2.4 factors through

ES(T ) −→ KS(T,Fu) −→ KS(T,F).

See Proposition 6.2.6 for an application of this observation.

Proof of Theorem 5.3.3. The proof of Theorem 5.3.3 is essentially the same
as that of Theorem 3.2.4. We sketch the argument again here. Fix an Euler system
c.

In n ∈ N let I ′n ⊂ Λ be the ideal generated by ` − 1, P`(1), and Fr` − 1 for `
dividing n. Then In ⊂ I ′n, and both ideals have finite index in Λ when n > 1. If Fn
denotes the fixed field in Q∞ of the automorphisms Fr` for ` dividing n, and Mn

is the smallest power of p in I ′n, then Λ/I ′n ∼= (Z/MnZ)[Gal(Fn/Q)] and the class
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κ[Fn,n,Mn] associated to c by Definition 4.4.10 of [Ru6] lies in H1(Fn, T/MnT ) =
H1(Q,T/I ′nT). We will denote this class simply by κn.

We need to construct an element of KS(T). In other words, for every k ∈ Z+

we need to construct, for some j, a Kolyvagin system in KS(T/mk,Pj), and these
need to be compatible in the obvious sense.

Fix k ∈ Z+. Let Ak ⊂ mk be the ideal of Λ generated by γp
k −1 and pk, where

γ is a topological generator of Gal(Q∞/Q). Since mk has finite index in Λ, we can
choose j ≥ k so that the image of

H1(Qp,T/AjT) −→ H1(Qp,T/mkT)

is equal to the image of H1(Qp,T) in H1(Qp,T/mkT), i.e., is H1
FΛ

(Qp,T/mkT).
Now suppose n ∈ Nj . It is not hard to check that I ′n ⊂ Aj . Let κ(k)

n denote the
image of κn in H1(Q,T/mkT) ⊗ Gn. Just as in the proof of Proposition A.2 we
have (using Theorems 4.5.1 and 4.5.4 of [Ru6]) that the collection {κ(k)

n : n ∈ Nj}
is a weak Euler system for (T/mkT,Pj).

Theorem A.4 remains true in this setting. The only difference in the proof is
that instead of working over R = Zp and its quotient Zp/InZp, we need to work
over R = Zp[Gal(Fn/Q)] and its quotient Λ/I ′n = (Z/MnZ)[Gal(Fn/Q)]. The key
points are that R is a free Zp-module, and that Fr` = 1 in R for every ` dividing n.

Now using Theorem A.4 exactly as in the proof of Theorem 3.2.4 we can modify
the collection {κ(k)

n } to produce a collection {κ′n : n ∈ Nj} ∈ KS(T/mkT,Pj).
The compatibility in j and k is evident, so putting these together gives the desired
element of KS(T). �

The rest of this appendix is devoted to the proof of Theorem A.4.
Fix n ∈ N and a prime ` | n. If F is a number field then we will write F` =

F ⊗Q` = ⊕λ|`Fλ and Hi(F`, T ) = ⊕λ|`Hi(Fλ, T ), H1
f (F`, T ) = ⊕λ|`H1

f (Fλ, T ), etc.
If F/Q is Galois then Hi(F`, T ) and H1

f (F`, T ) have natural actions of Gal(F/Q).
For simplicity we will assume from now on that R = Zp. The general case

presents no additional difficulties. Let I be the power of p generating In. For
every m dividing n let Q(m) denote the maximal extension of Q of exponent I
inside Q(µm), and write G(m) = Gal(Q(m)/Q). We have a natural identification
G(m) = Gal(Q(n)/Q(n/m)), and we will view G(m) either as a subgroup or as a
quotient of G(n), as convenient.

Although in general Im can be a multiple of I, we will modify our previous
notation and replace Im by I for every m dividing n. With this change we have
identifications G(q) ∼= Gq/IGq for every q ∈ P and G(m) ∼=

∏
q|mG(q).

Lemma A.6. (i) If L ⊂ Q(n) and H = Gal(Q(n)/L) then the natural
restriction map H1(L`, T ) ∼−→ H1(Q(n)`, T )H is an isomorphism, and
it induces an isomorphism H1

f (L`, T ) ∼−→ H1
f (Q(n)`, T )H .

(ii) H1(G(n/`),H1
f (Q(n)`, T )) = 0.

Proof. The first assertion follows from the inflation-restriction exact sequence,

since we have assumed that TFrpk

` =1 = 0.
Let H be the decomposition group of ` in Gal(Q(n)/Q(`)), and L = Q(n)H .

Then
H1(L/Q(`),H1

f (Q(n)`, T )H) = H1(L/Q(`),H1
f (L`, T )) = 0

since ` splits completely in L/Q`(`).
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On the other hand, H1
f (Q(n)`, T ) = ⊕λ|`T/(Frλ−1)T (Lemma 1.2.1(i)), where

Frλ is the Frobenius in GQ(n)λ
.

Write |H| = k. Since H is generated by Fr`, we can lift Fr` to GLλ
so that

Frk` = Frλ, and then

H1(H,H1
f (Q(n)λ, T )) = H1(〈Fr`〉, T/(Frk` − 1)T )

= {t ∈ T : (
k−1∑
i=0

Fri`)t ∈ (Frk` − 1)T}/(Fr` − 1)T.

By our assumptions on `, multiplication by Frk` − 1 is injective on T , and so this
final quotient is zero. Hence H1(Q(n)/L,H1

f (Q(n)`, T )) = 0, and (ii) follows from
the inflation-restriction sequence. �

Let Xn be the “Universal Euler system” defined in §4.2 of [Ru6]. Then Xn is
the free Z[G(n)]-module generated by symbols xm for m dividing n, modulo the
relations

• G(n/m) acts trivially on xm,
• Nqxqm = Pq(Fr−1

q )xm for every prime q dividing n/m, where Nq =∑
σ∈G(q) σ ∈ Z[G(n)], and Pq(x) = det(1 − Fr` x | T ) as in Definition

2.2.1.
Thus {xm} “looks like” a piece of an Euler system. In particular our Euler system
c induces a map c : Xn → H1(Q(n), T ) by taking c(xm) to the restriction of
cQ(m). Since (cQ(m))` ∈ H1

f (Q(m)`, T ) ([Ru6] Proposition 4.6.1), we also get a
map cf : Xn → H1

f (Q(n)`, T ) by taking cf(xm) to be the restriction of (cQ(m))`.
For each q dividing n fix a generator σq of G(q), so that we can identify G(q)

with Z/IZ. Following Kolyvagin we define

Dq =
I−1∑
i=0

iσiq ∈ Z[G(q)] ⊂ Z[G(n)]

and Dm =
∏
q|mDq. We have the telescoping identity in Z[G(n)]

(σq − 1)Dq = I −Nq, (34)

which leads to the fundamental property ([Ru6] Lemma 4.4.2)

(σ − 1)Dmxm ∈ IXn for every σ ∈ G(n) and m dividing n. (35)

Since Xn has no Z-torsion ([Ru6] Proposition 4.3.1), it follows from (35) that
I−1(σ − 1)Dmxm is well-defined in Xn for every σ and m.

Definition A.7. Suppose m | n. The assignment σ 7→ cf(I−1(σ − 1)Dmxm)
defines a 1-cocycle from G(n/`) to H1

f (Q(n)`, T ). By Lemma A.6(ii) we conclude
that there is a βm ∈ H1

f (Q(n)`, T ) satisfying

(σ − 1)βm = cf(I−1(σ − 1)Dmxm) for every σ ∈ G(n/`). (36)

In particular
(DmcQ(m))` − Iβm ∈ H1

f (Q(n)`, T )G(n/`),

so by Lemma A.6(i) there is a (unique) ηm ∈ H1
f (Q(`)`, T ) whose restriction to

Q(n)` is (DmcQ(m))` − Iβm.

Proposition A.8. The restriction of κm to H1(Q(`)`, T/IT ) is the image of
ηm.
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Proof. We mimic the arguments of [Ru6] §4.6. Fix a prime λ of Q̄ above `,
and let D denote the decomposition group of λ in GQ. Let

T = Maps(GQ, T ),

the group of continuous maps (not necessarily homomorphisms) from GQ to T ,
with GQ acting by

(γf)(g) = f(gγ) for f ∈ T and γ, g ∈ GQ.

Define T` ⊂ T by

T` = {f ∈ T : f(hg) = h(f(g)) for all h ∈ D}.
Cohomology of the exact sequence 0 → T` → T → T/T` → 0 yields, for every
subfield F of Q(n) (since H0(F`, T ) = 0 by our assumption on `), a short exact
sequence

0 −→ TGF −→ (T/T`)GF
δF−−→ H1(F`, T ) −→ 0 (37)

and a map

(T/(IT + T`))GF
δ̄Q−−→ H1(F`, T/IT )

(see [Ru6] Corollaries B.4.4 and B.5.2). The map cf : Xn → H1(Q(n)`, T ) factors
through a map d : Xn → (T/T`)GQ(n) in (37) ([Ru6] Proposition 4.6.8). For every
m dividing n we have d(Dmxm) ∈ (T/(IT + T`))GQ , and then

κm = δ̄Q(d(Dmxm))

([Ru6] Lemma 4.6.7 and Definition 4.4.10).
The assignment σ 7→ d(I−1(σ − 1)Dmxm) defines a 1-cocycle from G(n/`)

to (T/T`)GQ(n) . The connecting map δQ(n) sends this cocycle to the coboundary
σ 7→ (σ − 1)βm, and hence to zero in H1(G(n/`),H1(Q(n)`, T )). But TGQ(n) is
a free Zp[G(n)]-module (see [Ru6] Lemma 4.4.6), so H1(G(n/`),TGQ(n)) = 0 and
hence there is a β̂m ∈ (T/T`)GQ(n) such that

(σ − 1)β̂m = d(I−1(σ − 1)Dmxm)

for every σ ∈ G(n/`).
It follows that

δQ(n)(β̂m)− βm ∈ H1(Q(n)`, T )G(n/`) = H1(Q(`)`, T )

the equality by Lemma A.6(i). Since δQ(`) is surjective, after adjusting β̂m by an
element of (T/T`)GQ(`) we may assume that δQ(n)(β̂m) = βm.

Let η̂m = d(Dmxm)− Iβ̂m ∈ (T/T`)GQ(`) . Then the restriction of κm to Q(`)
is

δ̄Q(`)(d(Dmxm)) = δ̄Q(`)(η̂m)

which is the image of δQ(`)(η̂m) = ηm in H1(Q(`)`, T/IT ). This proves the lemma.
�

Proposition A.8 will enable us to prove Theorem A.4, because for each m, the
finite projection (κm)`,f is determined by the restriction of κm to Q(`)`.

Definition A.9. Define the `-finite quotient Xn of Xn to be the quotient of
Xn by the elements {xm : ` | m,m | n}. For x ∈ Xn let x denote the image of x in
Xn.
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Lemma A.10. (i) The map cf : Xn → H1
f (Q(n)`, T ) factors through a

map Xn → Xn
c̄f−→ H1

f (Q(n)`, T ).
(ii) P`(Fr−1

` )Xn = 0.

Proof. The “Euler system congruence relation”, Corollary 4.8.1 of [Ru6]
adapted to account for the different choice of Euler factors in our definition of
Euler system, says that (cQ(m))`,f = 0 if ` | m. This proves (i).

For (ii), we need only observe that Xn is generated by the xm for m dividing
n/`, and for these m, P`(Fr−1

` )xm = N`xm` = 0. �

Definition A.11. Let A denote the augmentation ideal of Z[G(n)], and for
each prime q dividing n define ρ̃q : A → Z/IZ to be the composition

ρ̃q : A −→ Aq,I
ρq,I−−→ Gq ⊗ Z/IZ −→ Z/IZ

where Aq,I and ρq,I are as in Definition A.3, the map A → AI,q is induced by
Z[G(n)]→ Z[G(q)] = Z[Gq ⊗Z/IZ], and the final map sends our chosen generator
σq to 1. Concretely, A is generated by the σq − 1 for q dividing n, and

ρ̃q(σq′ − 1) =

{
1 if q = q′,

0 if q 6= q′.

Lemma A.12. Suppose m` | n.
(i) If f ∈ A2 + IZ[G(n)] then I−1fDm`xm` = 0 in Xn.
(ii) If f ∈ A+ IZ[G(n)], then

I−1fDm`xm` = −
∑
q|m

ρ̃q(f)I−1Pq(Fr−1
q )Dm`/qxm`/q − ρ̃`(f)I−1P`(Fr−1

` )Dmxm.

Proof. Note that by (35), I−1fDm`xm` is a well-defined element of Xn. If
f ∈ IZ[G(n)] then I−1fDm`xm` = (I−1f)Dm`xm` = 0.

Using (34) we see that

(σq−1)Dm`xm` = ((q−1)−Nq)Dm`/qxm` = (q−1)Dm`/qxm`−Pq(Fr−1
q )Dm`/qxm`/q

in Xn. Dividing by I and projecting into Xn proves (ii) when f = σq − 1.
Note that each Pq(Fr−1

q ) belongs to A + IZ[G(n)] by our assumption that I
divides Pq(1). Proceeding inductively we can continue to expand those terms in
the sum with index divisible by `, and we conclude that if f ∈ A+ IZ[G(n)] then
I−1fDm`xm` is a linear combination of the elements {I−1P`(Fr−1

` )Drxr : r | (n/`)}.
Now if f, g ∈ A then I−1fgDm`xm` can be expressed as a linear combination

of {I−1P`(Fr−1
` )gDrxr : r | (n/`)}. But since gDrxr ∈ IXn,

I−1P`(Fr−1
` )gDrxr = P`(Fr−1

` )I−1gDrxr = 0

by Lemma A.10(ii). This proves (i).
The right-hand side of (ii) is a linear function of

f ∈ (A+ IZ[G(n)])/(A2 + IZ[G(n)]),

and thanks to (i) the left-hand side is as well. We have shown that (ii) holds for
the generators σq−1 of (A+ IZ[G(n)])/(A2 + IZ[G(n)]), so (ii) holds for all f . �

Fix a representative Fr` ∈ G(n) so that Fr` = 1 on Q(`).
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Proposition A.13.

I−1P`(Fr−1
` )Dnxn =

∑
π∈S1(n)
π(`) 6=`

(−1)ν(n/dπ)
∏

q|(n/dπ)

ρ̃q(Pq(Fr−1
π(q)))I

−1P`(Fr−1
` )Ddπ

xdπ

Proof. Apply Lemma A.12 repeatedly, beginning with m = n and f =
P`(Fr−1

` ). Expand all terms of the form I−1gDmxm with m divisible by `, but
not those with m prime to `. (Note that at the first step we have ρ̃`(P`(Fr−1

` )) = 0,
since by convention Fr` restricts to 1 in G(`).) The summand corresponding to π
occurs as follows:

• expand I−1P`(Fr−1
` )Dnxn,

• take the resulting term I−1Pπ(`)(Fr−1
π(`))Dn/π(`)xn/π(`) and expand that,

• take the resulting term I−1Pπ2(`)(Fr−1
π2(`))Dn/(π(`)π2(`))xn/(π(`)π(`)) and

expand that,
and so forth until πi(`) = `, which leaves us with the desired multiple of the term
I−1P`(Fr−1

` )Ddπxdπ . �

Definition A.14. By Lemma 1.2.1(i),

H1
f (Q(`), T/IT ) ∼= T/(I,Fr` − 1)T, H1

f (Q(`), T ) ∼= T/(Fr` − 1)T.

By our assumptions on `, both of these groups are cyclic and the latter is free of
rank one over Zp/P`(1). Hence we have a composition

H1
f (Q`, T/IT ) res−−→ H1

f (Q(`)`, T/IT )
P`(1)/I−−−−−→ H1

f (Q(`)`, T ) res−−→ H1
f (Q(n)`, T )

(38)
in which all three maps are injective: the first by Lemma 1.2.4, the second by the
observation above, and the third by Lemma A.6.

We denote the composition (38) by resI : H1
f (Q`, T/IT )→ H1

f (Q(n)`, T ). We
will test the identity of Theorem A.4 in H1

f (Q(n)`, T ), by applying resI . Note
that we could not simply test this identity in H1

f (Q(n)`, T/IT ) because the natural
restriction map is not injective.

Proposition A.15. If m divides n then

resI((κm)`,f) = c̄f(I−1P`(Fr−1
` )Dmxm)

where c̄f : Xn → H1
f (Q(n)`, T ) is the map xm 7→ (cQ(m))` of Lemma A.10(i).

Proof. The Cayley-Hamilton theorem shows that P`(Fr−1
` )H1

f (Q(n)`, T ) = 0.
Thus by Proposition A.8,

resI((κm)`,f) =
P`(1)
I

((DmcQ(m))` − Iβm) =
P`(1)
I

(DmcQ(m))` − P`(1)βm

=
P`(1)
I

(DmcQ(m))` + (P`(Fr−1
` )− P`(1))βm.

Since P`(Fr−1
` )−P`(1) is in the augmentation ideal of Z[G(n)], the definition of βm

shows that

(P`(Fr−1
` )− P`(1))βm = cf(I−1(P`(Fr−1

` )− P`(1))Dmxm).

Combining these identities proves the proposition. �
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Proof of Theorem A.4. Theorem A.4 is now immediate from Propositions
A.13 and A.15, and the injectivity of resI . This concludes the proof of Theorem
3.2.4 as well. �





APPENDIX B

Proof of Theorem 4.3.3, by Benjamin Howard

In this appendix we give the proof of Theorem 4.3.3. It is a pleasure to thank
Karl Rubin for his suggestions and encouragement.

Let R be a principal, artinian, local ring with maximal ideal m and finite residue
field. If M is an R-module and ψ ∈ Hom(M,R) we define for any integer r a map,
also denoted ψ

r∧
M −→

r−1∧
M

by the rule

m1 ∧ · · · ∧mr 7→
r∑
i=1

(−1)i+1ψ(mi)m1 ∧ · · · ∧mi−1 ∧mi+1 ∧ · · · ∧mr.

We define a map
s∧

Hom(M,R) −→ Hom(
r∧
M,

r−s∧
M)

for s ≤ r by iteration of the above construction:

ψ1 ∧ · · · ∧ ψs = ψs ◦ · · · ◦ ψ1.

Lemma B.1. Suppose M is a free R-module of rank ≥ r + 1 and we are given
ψ1, . . . , ψr ∈ Hom(M,R). Define

ψ = ψ1 ⊕ · · · ⊕ ψr : M −→ Rr

Ψ = ψ1 ∧ · · · ∧ ψr :
r+1∧

M −→M.

Then

Ψ(
r+1∧

M) = mlength(coker(ψ)) ker(ψ).

Proof. First suppose ψ is surjective with kernel A ⊂M . The image is projec-
tive, and so there is a B ⊂M such that M = A⊕B and ψ maps B isomorphically
onto Rr. The map

r+1∧
M =

⊕
p+q=r+1

(
p∧
A⊗

q∧
B) Ψ−→ A⊕B

takes the factor A ⊗
∧r

B isomorphically onto A and kills the other summands.
This proves the claim in this special case.

In general, the image of Ψ and the kernel and cokernel of ψ depend only on
the submodule of Hom(M,R) generated by the maps ψ1, . . . , ψr, so we may assume

89
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that ψi = πaiφi where π is a uniformizer of R and {φi}1≤i≤r extends to a basis of
Hom(M,R). Let

φ = φ1 ⊕ · · · ⊕ φr : M → Rr Φ = φ1 ∧ · · · ∧ φr :
r+1∧

M →M.

By the preceding case,

Ψ(
r+1∧

M) = ma · Φ(
r+1∧

M) = ma · ker(φ)

where a = a1 + · · · + ar = length(coker(ψ)). Extending the φi’s to a basis of
Hom(M,R) and taking the dual basis fixes a splitting M ∼= ker(φ) ⊕ Rr. In this
decomposition the kernel of ψ is

ker(ψ) ∼= ker(φ)⊕
r⊕
i=1

mlength(R)−aiR.

Since ma kills mlength(R)−aiR we have ma ker(φ) = ma ker(ψ) �

Let T be an R-module equipped with a continuous R-linear action of GQ =
Gal(Q̄/Q). Fix a Selmer triple (T,F ,P) of core rank χ = χ(T ) > 0 which we
assume satisfies Hypotheses (H.0) through (H.6) of §3.5, as well as P ⊂ Plength(R).
If n is an integer we define ν(n) to be the number of prime divisors of n.

Theorem B.2. If n ∈ N = N (P) is a core vertex then H1
Fn(Q, T ) is free of

rank ν(n) + χ.

Proof. If n a core vertex then H1
F(n)∗(Q, T ) = 0 and so global duality (The-

orem 5.3) gives an exact sequence

0 −→ H1
F(n)(Q, T ) −→ H1

Fn(Q, T ) −→
⊕
`|n

H1(Q`, T )/H1
tr(Q`, T ) −→ 0.

The term on the left is free of rank χ and the term on the right is free (so projective)
of rank ν(n) by Lemma 3.5.6. �

For each ` ∈ P choose a generator of Gal(Q(µ`)/Q) so that we may view the
finite singular comparison map as an isomorphism

H1
f (Q`, T )

φfs
`−−→ H1(Q`, T )/H1

f (Q`, T ) ∼= H1
tr(Q`, T )

and choose also for each ` ∈ P an isomorphism H1
tr(Q`, T ) ι`−→ R. Fix a core vertex

n ∈ N = N (P) and order the primes `1, · · · , `ν(n) dividing n arbitrarily. Let locf
i

(resp. loctr
i ) from H1(Q, T ) to R be localization at `i, followed by projection onto

the finite (resp. transverse) submodule, followed by ι`i ◦ φfs
`i

(resp. ι`i). For each
m | n we define functions

ψ
(m)
i =

{
locf

i if `i | m
loctr

i if `i - m

and

ψ(m) = ψ
(m)
1 ⊕ · · · ⊕ ψ(m)

ν(n) : H1
Fn(Q, T ) −→ Rν(n)

Ψ(m) = ψ
(m)
1 ∧ · · · ∧ ψ(m)

ν(n) :
ν(n)+1∧

H1
Fn(Q, T ) −→ H1

Fn(Q, T ).
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Proposition B.3. Let λ(m,T ∗) = length(H1
F(m)∗(Q, T

∗)). Then

Ψ(m)

(
ν(n)+1∧

H1
Fn(Q, T )

)
= mλ(m,T∗)H1

F(m)(Q, T ).

Proof. We have the exact sequence

0 −→ H1
F(m)(Q, T ) −→ H1

Fn(Q, T )
ψ(m)

−−−→ Rν(n) −→ coker(ψ(m)) −→ 0

immediately from the definitions, and the isomorphism

H1
F(m)(Q, T ) ∼= Rχ ⊕H1

F(m)∗(Q, T
∗)

by Theorem 4.1.13. From this and Theorem B.2 it follows that

length(coker(ψ(n))) = λ(m,T ∗).

The claim now follows from Lemma B.1. �

Definition B.4. Choose c ∈
∧ν(n)+1

H1
Fn(Q, T ) and for each m | n define

κm = κm(n, c) = (−1)ν(m)Ψ(m)(c) ∈ H1
F(m)(Q, T ).

Proposition B.5. For m`i | n we have locf
`i(κm) = loctr

`i(κm`i).

Proof.

locf
`i(κm) = (−1)ν(m)locf

`i(Ψ
(m)(c))

= (−1)ν(m)(Ψ(m) ∧ locf
`i)(c)

= −(−1)ν(m)(Ψ(m`i) ∧ loctr
`i)(c)

= (−1)ν(m`i)loctr
`i(Ψ

(m`i)(c))

= loctr
`i(κm`i)

where the third equality is seen by transposing the factors locf
`i , loctr

`i which both
occur in (Ψ(m) ∧ locf

`i). �

The collection of all κm(n, c) with m | n therefore gives a section of the restric-
tion of the stub Selmer sheaf H′ of Definition 4.3.1 to the subgraph Xn of X (P)
whose vertices are all divisors m of n. We would like to show that if n′ = nd is
another core vertex then this section can be extended to a section of H′ over Xnd.
The section κ(n, c) depends on the choice of ordering of primes dividing n, but only
up to sign. When we extend our section from Xn to Xnd we maintain the same
ordering on primes dividing n but put them after the “new” primes which divide
d. This convention remains in effect in all that follows. Let

loctr
i , locf

i : H1(Q, T ) −→ R

and

ψ
(m)
i =

{
locf

i if `i | m
loctr

i if `i - m

be defined exactly as before but with our new indexing 1 ≤ i ≤ ν(n′).
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Lemma B.6. Keep the notation of the previous paragraph. In the following
diagram the image of the horizontal arrow contains the image of the vertical arrow.∧ν(n′)+1

H1
Fnd(Q, T )

loctr1 ∧···∧loctrν(d)−−−−−−−−−−→
∧ν(n)+1

H1
Fnd(Q, T )x∧ν(n)+1
H1
Fn(Q, T )

If the image of c′ ∈
∧ν(n′)+1

H1
Fnd(Q, T ) under the horizontal arrow agrees with

the image of c under the vertical arrow then the section κ(n′, c′) of Xnd extends the
section κ(n, c) of Xn.

Proof. Global duality and H1
(Fn)∗(Q, T ) = 0 imply that we have an exact

sequence

0 −→ H1
Fn(Q, T ) −→ H1

Fnd(Q, T ) locd−−→
⊕
`|d

H1(Q`, T )/H1
f (Q`, T ) −→ 0.

The right hand side is projective and so we may choose a free rank ν(d) summand
A, complementary to H1

Fn(Q, T ) ⊂ H1
Fnd(Q, T ). We may extend our diagram to∧ν(n′)+1

H1
Fnd(Q, T )

loctr1 ∧···∧loctrν(d)−−−−−−−−−−→
∧ν(n)+1

H1
Fnd(Q, T )x x∧ν(d)

A⊗
∧ν(n)+1

H1
Fn(Q, T )

loctr1 ∧···∧loctrν(d)⊗id
−−−−−−−−−−−−−→

∧ν(n)+1
H1
Fn(Q, T )

The map
⊕

loctr
i : A→ Rν(d) being an isomorphism implies that∧

loctr
i :

ν(d)∧
A −→

ν(d)∧
Rν(d) = R

is as well, and so also is the bottom horizontal arrow. This proves the first claim.
To prove the second claim, we compute for m | n

κm(n, c) = (−1)ν(m)(ψ(m)
ν(d)+1 ∧ · · · ∧ ψ

(m)
ν(nd))(c)

= (−1)ν(m)(ψ(m)
ν(d)+1 ∧ · · · ∧ ψ

(m)
ν(nd))((loctr

1 ∧ · · · ∧ loctr
ν(d))(c

′))

= (−1)ν(m)(ψ(m)
ν(d)) ∧ · · · ∧ ψ

(m)
ν(nd))((ψ

(m)
1 ∧ · · · ∧ ψ(m)

ν(d))(c
′))

= (−1)ν(m)(ψ(m)
1 ∧ · · · ∧ ψ(m)

ν(nd))(c
′)

= κm(n′, c′).

�

Theorem B.7. For any m ∈ N the map

Γ(H′) −→ H′(m)

is surjective.

Proof. We have fixed a generator of Gm, so H′(m) = mλ(m,T∗)H1
F(m)(Q, T ).

Fix α ∈ mλ(m,T∗)H1
F(m)(Q, T ) and (using Lemma 4.1.9(iii)) choose a core vertex

n0 divisible by m. By Proposition B.3 there is c0 ∈
∧ν(n0)+1

H1
Fn0 (Q, T ) such that

κm(n0, c0) = α.
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Now we choose a sequence of core vertices n1 | n2 · · · such that n0 | n1 and
every n ∈ N divides ni for some i. By Lemma B.6 we may choose for each i > 0

ci ∈
ν(ni)+1∧

H1
Fni (Q, T )

in such a way that the section κ(ni+1, ci+1) of Xni+1 restricts to κ(ni, ci) on Xni .
We now define the desired κ ∈ Γ(H′) by κn = κn(ni, ci) for i chosen sufficiently
large. �

Corollary B.8. Γ(H′) has a free R-submodule of rank χ.

Proof. Take m to be a core vertex. Then H′(m) is free of rank χ, so the
corollary follows immediately from Theorem B.7. �

Lemma B.9. Suppose χ > 1 and let n be a core vertex. There is an ` ∈ P such
that n` is also a core vertex, H1

F`(n)(Q, T ) is free of rank ν(n) + χ− 1, and in the
composition

ν(n)+2∧
H1
Fn(Q, T )

locf`−−→
ν(n)+1∧

H1
Fn

`
(Q, T )

V
q|n locfq−−−−−−→ H1

F`(n)(Q, T ) (39)

both arrows are surjective.

Proof. Let k = length(R). By Proposition 10.2 we may choose l ∈ P so that
the sequence

0 −→ H1
F`(n)(Q, T ) −→ H1

F(n)(Q, T ) loc`−−→ H1
f (Q`, T ) −→ 0

is exact. Then by Lemma 4.1.7(ii), n` is a core vertex and that H1
F`(n)∗(Q, T

∗) = 0.
By global duality the sequence

0 −→ H1
F`(n)(Q, T ) −→ H1

Fn
`
(Q, T )

⊕q|nlocfq−−−−−→
⊕
q|n

H1
f (Qq, T ) −→ 0

is exact and so Lemma B.1 implies that the second arrow of (39) is surjective.
The surjectivity of the first arrow follows from the exactness of

0 −→ H1
Fn

`
(Q, T ) −→ H1

Fn(Q, T ) loc`−−→ H1
f (Q`, T ) −→ 0

and the observation that if M ∼= A⊕R is free of rank ≥ r+ 1 and πR : A⊕R→ R
is projection onto the second factor then the map

r+1∧
M

πR−−→
r∧
A

is a surjection. Apply this with M = H1
Fn(Q, T ) and A = H1

Fn
`
(Q, T ). �

Proposition B.10. Suppose χ > 1 and n ∈ N . There is a κ ∈ Γ(H′) such
that R · κ is free of rank one and the restriction of κ to Xn is trivial.

Proof. By Corollary 4.1.9(iii) we may assume that n is a core vertex. Fix
` ∈ P as in Lemma B.9 and choose c ∈

∧ν(n)+2
H1
Fn(Q, T ) which is taken by the

composition (39) to an element α ∈ H1
F`(n)(Q, T ) which generates a free submodule.

View c as an element of
∧ν(n`)+1

H1
Fn`(Q, T ) and let κn`(n`, c) be as in Definition

B.4. By construction κn`(n`, c) = α, but because loctr
` kills c, κm(n`, c) = 0

whenever m | n.
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Thus κ(n`, c) gives a section of Xn` with the desired properties and we need
only extend it to a section of all of X in exactly the same manner as the proof of
Theorem B.7. Choose a sequence of core vertices n1 | n2 | · · · with n` = n1 in such
a way that every m ∈ N divides some ni. Choose ci ∈

∧ν(ni)+1
H1
Fni (Q, T ) in such

a way that the section κ(ni+1, ci+1) restricts to κ(ni, ci) on Xni
(by Lemma B.6)

and pass to the limit. �

Theorem B.11. If χ > 1 then for any integer n, Γ(H′) has a free rank-n
submodule.

Proof. Construct a sequence κi ∈ Γ(H′) inductively as follows. Start with
any vertex m1 and choose κ1 which vanishes on Xm1 and with R ·κ1 ∼= R. Once κi

has been constructed, choose a core vertex mi+1 which is divisible both by mi and
by a vertex at which κi generates a free submodule of the stalk. By the previous
lemma we may construct κi+1 whose restriction to Xmi+1 is trivial and such that
R · κi+1 ∼= R.

If there is a nontrivial linear relation among κ1, . . . , κn, say

r1κ
1 + · · ·+ rnκ

n = 0

then let ri be the first nonzero coefficient. Then riκ
i restricted to Xmi+1 is trivial

and so ri = 0 by construction of mi+1, a contradiction. �

Proof of Theorem 4.3.3. Assertions (i), (ii), and (iii) of Theorem 4.3.3 are
Theorem B.7, Corollary B.8, and Theorem B.11, respectively. �
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[Ma1] Mazur, B.: Deforming Galois representations. In: Galois groups over Q (Berkeley, CA,

1987), Math. Sci. Res. Inst. Publ. 16, New York: Springer (1989) 385–437.

[Ma2] : Galois deformations and Hecke curves, Harvard University course notes, spring
1994.

[MW] Mazur, B., Wiles, A.: Class fields of abelian extensions of Q, Invent. math. 76 (1984)
179–330.

[Mi] Milne, J.S.: Arithmetic duality theorems, Perspectives in Math. 1, Orlando: Academic

Press (1986).
[Ne] Nekovár̆, J.: Selmer complexes (preprint), http://www.math.jussieu.fr/∼nekovar/pu.
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