An invitation to Katz’s modular forms

Fall 2008 seminar notes

Cameron Franc
Marc Masdeu

Last update: March 4, 2014



Abstract

These are notes that the authors wrote during the Fall semester of 2008, to complement
several lectures given as part of the graduate student seminar at McGill. The authors
wish to thank Bruno Joyal for pointing out some mistakes in a previous version of the
notes.
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1 HYPERCOHOMOLOGY

1 Hypercohomology

1.1 First approach: double complexes

We begin by recalling the definition of a (first quadrant cohomological) double com-
plex. Let A be an abelian category with enough injectives. A double complex is a
collection of objects EP? in A indexed by N x N, along with horizontal and vertical
differentials d; and d,. More precisely, these are collections of morphisms in A:

pq . +1,
dy?: EP— EPh

and
g . Pa p,g+1
bt B — E .

We will typically omit the superscripts. The differentials are required to satisfy:
dhodh:dvodv :dhodv+dv0dh:0.

All of this information can be arranged in a diagram:

EOO ElO E20

The rows and columns form complexes, and each square is anti-commutative. It be-
comes commutative if one replaces d, by (—1)?d,. We will often write E*® to denote a
double complex, EP* for the complex formed by the p-th column of E**, and E*? for
the complex formed by the p-th row of E°°.

A morphism of double complexes f: E*® — F** is defined naturally to be a collection
of morphisms in A

qu: qu N qu

such that the obvious anti-commutation relations hold.

Given a double complex E**, we define the associated total complex by summing
along diagonals:

Tot(E)" = @ E™
ptg=n

Define a differential D on Tot(E)® by putting D = dj, + d,. One easily checks that this
does in fact make Tot(£)® into a complex:

D? =dyody, + (d,od, +d,ody)+d,od, =0.
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1.1 First approach: double complexes 1 HYPERCOHOMOLOGY

Let C'(.A) denote the category of (cohomological) complexes of objects in A indexed
by N. Given an object A € A, associating the complex:

A=-0—-0—---

yields an embedding A < C(A). Let F': A — Ab be a left exact additive functor,
and let A be an object in A. Since A has enough injectives, there exists an injective
resolution:

0—A—=I"—=T"=>1*— ...

The n-th right derived functor of F', denoted R™F’, associates to A the n-th cohomology
group of the complex:
F(I°) - F(I') — F(I*) — ---

Hypercohomology extends this construction to C(A). Towards this end we introduce
the notion of resolution in C'(A).

Let A® be a complex in C(A). A Cartan-Eilenberg (injective) resolution of
A® is a double complex I** of injective objects, along with a chain map e: A* — I*°,
satisfying the following two axioms:

1. If A? =0, then the corresponding column I?*® is the zero complex.

2. Let Z?(1,d) denote the subcomplex of IP* consisting of the kernel of the hor-
izontal differential dj,. Then ¢ induces an augmentation ZP(A) — ZP(1,dy);
this is assumed to be an injective resolution. Similarly for the subcomplex

BP(1,dp) of coboundaries, and for the complex formed by the horizontal coho-
mology HP(1,dy).

Remark. In condition two above, it suffices to assume that two of the three assumptions
hold. The third is then a consequence of the other two.

A key result is that, since A has enough injectives, every complex in C'(A) has a
Cartan-FEilenberg resolution. To prove this, we recall the Horseshoe lemma of homo-
logical algebra:

Lemma 1.1. Suppose that
0—-A A= A"=0

is an ezact sequence in A. Let A" — (I')* and A" — (I")* be injective resolutions.
Then I* = (I')* @ (I")® yields an injective resolution A — I* of A and natural chain
maps such that:

0— (I —=I*—={I")—0

18 exact.



1.1 First approach: double complexes 1 HYPERCOHOMOLOGY

Proof. We first show how to define the augmentation A — I°. We begin with the
following diagram:
0 N (]/)0 IO (I”)O — 0

1 |

0 %’ A fT’ ! 0
0 0

Composition thus yields a natural map A — A” — (I”)°; injectivity of (I")° yields an
extension of f to a map A — (I')°. The direct sum of these two maps gives h: A — I°
making the following diagram commute:

0 (]/)0 ]0 (]//>0 — 0

1

0 %’ A fT’ ! 0
0 0

Since f and g are injective, the snake lemma (or the 5-lemma) implies that A is also
injective. One continues this process inductively. O]

Lemma 1.2. Every object A* € C(A) admits a Cartan-FEilenberg resolution.

Proof. The proof is taken from [Wei94] (Lemma 5.7.2). For each p, let BP(A), ZP(A)
and H?(A) denote the p-th coboundaries, cocycles and cohomology of A®. There is thus
an exact sequence for each p:

0 — BP(A) — ZP(A) — HP(A) — 0.

Choose injective resolutions It and I% of BP(A) and HP(A), respectively. By the
previous lemma, there exists an injective resolution I%° of Z?(A) such that:

017 =17 = I =0,

is an exact sequence of complexes that sits under the previous exact sequence. If AP = 0
then we take the trivial resolutions. In this case, also BP™'(A) = 0 and we can take
1% to be trivial.

Now consider the exact sequence:
0— ZP(A) — AP — BPTH(A) — 0

for each p. Apply the previous lemma a second time to obtain a resolution I{" of AP
for each p such that:
0— 1L — Iy — 15 — 0,

4



1.1 First approach: double complexes 1 HYPERCOHOMOLOGY

is an exact sequence of complexes that sits over the previous exact sequence. Note that
if AP =0, then the last remarks above show that %" is the zero complex.

Define a double complex I** by putting I** = I, but with d,, defined as the vertical
differential of I, rescaled by a factor of (—1)? (so that we have an anti-commutative
relation rather than a commutative one). Note that d? = 0 since I{" is a complex. The
horizontal differential dj, is defined as the composition:

d
pe p+1,0 p+1,e p+1,0
J AN (ARG (AS NG oSS

From the exactness of the two resolutions sequences above one deduces that di =
dpod,+d,od;, = 0. We leave the verification of the second axiom of a Cartan-Eilenberg
resolution to the reader. O

Let I** be a Cartan-Eilenberg resolution of a complex A®* € C'(A). The augmenta-
tion morphisms AP — I% form a chain map A® — I°® which in turn defines a natural
chain map:

g: A* — 1% — Tot(1)".

One can show that this is a quasi-isomorphism, meaning that it induces an isomorphism
of cohomology:
H(e): H*(A) ~ H*(Tot(I)).

This observation lies at the heart of a second definition of hypercohomology.

Any given morphism of chain complexes f: A* — B® extends to a map of double
complexes between the chosen Cartan-Eilenberg resolutions. Moreover, one can define
the notion of chain homotopy between two maps of double complexes in such a way
that homotopic maps of complexes extend to homotopic maps of the chosen Cartan-
Eilenberg resolutions:

Definition 1.3. Let f,g: E** — F** denote two maps between double complexes. A
chain homotopy between f and g consists of maps ¢/?: EP? — FPt14 and ¢24: EP1 —
EPa+L guch that

g— [ = (dnen + cndp) + (dycy + cody).

A map f: E** — F** is said to be a chain homotopy equivalence if there exists a
map g: F** — E** such that fg and gf are both chain homotopic to the respective
identity maps.

As in homology, one can show that chain homotopic maps of double complexes
f,g: E** — F** induce the same map in cohomology:

H(f)=H(g): H*(Tot(E)) — H*(Tot(F)).

It turns out that any two Cartan-FEilenberg resolutions of a complex are chain homotopy
equivalent (the identity map of the complex lifts to a chain homotopy equivalence
between the resolutions). These observations imply that the following is well-defined:



1.2 Another approach 1 HYPERCOHOMOLOGY

Definition 1.4. Let A be an abelian category with enough injectives. Let F': A — Ab
be a left exact additive functor. Given a complex A* € C(A), let I** be a Cartan-
Eilenberg resolution and put:

(R*F)(A*) = H"(Tot(F'(1))).

Then R"F': C(A) — Ab is a functor, called the n-th right hyperderived functor of
F.

Recall the embedding A <— C(A). A Cartan-Eilenberg resolution of A € A is just
an injective resolution, and one easily sees that the definition above yields the usual
derived functor cohomology of F'. So the notion of a hyperderived functor really is
a generalisation of the notion of derived functor. One can show that R"™F' is the n-th
derived functor of the left exact functor H'F = Ho F', where F is extended naturally to
all of C'(A). Thus, the long exact sequence of cohomology yields a long exact sequence
for hypercohomology:

Lemma 1.5. Let A and F be as above. Let 0 — A®* — B* — C'* — 0 be a short exact
sequence in C'(A). Then there is a long exact sequence of hypercohomology:

0= ROF(A) = R'F(B) —» R°F(C) > R'F(A) » R'F(B) = R'F(C) > - -

1.2 Another approach

Let A € A. The data of an injective resolution I* of A is equivalent to the existence of
a quasi-isomorphism of chains:

0 A 0 0

[ ]

0 I° It I?

Given a chain A®* € A, one can show that there always exists a quasi-isomorphism:

0 A° Al A?

L

0 I° It I?

with the I™’s injective. This can be proved directly, but we instead appeal to the
existence of a Cartan-FEilenberg resolution J*® for A®*. Then by our work in the previous
section, one can take:

I" = Tot(J)".
Given such a quasi-isomorphism, one simply puts R"F(A) = H™(F(I)*). Taking the
particular quasi-isomorphism induced by a Cartan-Eilenberg resolution shows that this

definition agrees with that from the previous section. This definition is closer to the
derived category approach to hypercohomology.
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2 ALGEBRAIC DE RHAM COHOMOLOGY

2 Algebraic de Rham cohomology

2.1 Definition

We begin by recalling the definition of the de Rham complex of a scheme. For simplicity
we assume that X /R is a smooth separated scheme of finite type over a noetherian ring
R. In our applications, R will typically be a field, or a ring of Witt vectors.

Recall the definition of the sheaf of Kahler differentials Qﬁ( R of X. For i > 2 put

Q = AiQﬁqR. The differential d: Ox — Q%{/R induces maps:

/R
d: Qi — Ok,

for each i. For instance, let U C X be affine, say U = Spec(A). Elements of Q"X/R(U)
are of the form:

Z fjdalj A d(ZQj VANEIEIAN daij
J

where fi, am, € A for all k;m,n. The differential d is defined locally by putting:

d (ijdalj VAR /\d(l@‘) = de] /\dalj VAR /\daij.
J J

The same proof as in the case of the usual de Rham complex shows that these local
maps can be glued to give a well-defined map d of R-modules, which satisfies the Leibniz
rule. That d? = 0 follows since it holds locally. This defines the de Rham complex
Q%/p of X /R:
Q% p: 0= Ox = Qx/p = Qg = Vg — -+

Let ' = I'(X,—) be the global section functor for sheaves on X. The de Rham
cohomology groups of X/R are simply the hypercohomology of T" evaluated on the
de Rham complex:

Hap(X/R) = (R'T)(Q% /).
Since the global sections of the sheaves in the de Rham complex are all R-modules, it
follows that the de Rham cohomology groups are R-modules as well.

Remark (Relative de Rham cohomology). More generally, let f: X — Y be a mor-
phism of schemes. We can then compute the right hyperderived functors of f, on the
relative de Rham complex:

def s

HQR(X/Y) =R f*(QB(/Y>

The sheaf that we obtain is called the relative de Rham cohomology. If U C Y is an
affine open, say U = Spec R, then it is easy to see that:

ar(X/Y)(U) = Hyp (X/R)

so that this construction really generalises the previously given one.



2.2 The Cech resolution 2 ALGEBRAIC DE RHAM COHOMOLOGY

2.2 The Cech resolution

The derived functor approach to cohomology is often poorly suited for computations.
Thus, for practical applications, other cohomology theories are frequently used. In this
section we will define the Cech resolution of a complex of sheaves. It is a fact that,
under our hypotheses, the Cech complex can be used in place of a Cartan-Eilenberg
resolution to compute the hypercohomology groups.

Assume that X is a separated noetherian scheme. Take an open affine covering
{Ui}ier of X and impose a well-ordering on I. For indices iy, ...,4, € I put:

Ui . in=U,N---NU,.

Given a complex of sheaves:

let:

The differentials of the sheaf complex induce obvious maps:
d: EP9 — EPTLe

These satisfy d?> = 0 since F* is a complex. The classical Cech construction yields
vertical differentials:

§: EPY s Ep,q+1

where for s € [, ..., FP(Us,..i,), the i < -+ < igy1 component of §(s) is defined
via the formula: )
a+
_ 2 : ket
6(S)io<~~-<iq+1 = (—1) psio,...,ik_l,ikH ..... g1
k=0

Then 62 = 0, and one can easily check that dod + 6 od = 0. Thus E*® forms a double
complex with the d’s as horizontal differentials and the §’s as vertical differentials.
Analogously to classical sheaf cohomology, one has the following important comparison
theorem:

Theorem 2.1. Let X be a noetherian separated scheme, and let F* be a complex of co-
herent sheaves. Then the sheaf hypercohomology of F* is isomorphic to the cohomology
of the total complex of E*®:

(RT)(F*) ~ H'(Tot(E)*).

In particular, if X/R is as above, the de Rham cohomology can be computed via the

Cech resolution: . ,
H)n(X/R) ~ H'(Tot(E)*).

where here E*® is obtained from the de Rham complex.

8



2.3 Hodge filtration for a curve 2 ALGEBRAIC DE RHAM COHOMOLOGY

For later computations, we describe the first two de Rham cohomology groups ex-
plicitely using the Cech resolution. Our initial work with hypercohomology shows that
H9-(X/R) is just the kernel of the map between sheaf cohomology groups:

HY(X/R) = ker(d: Ox(X) — Q% (X)).
To see this via the Cech complex, we must consider the diagram:

EOl

|

500 d E10

since H)p(X/R) = ker(d + &) = ker(d) Nker(d). An element of E® = T]._; Ox(U;),
where {U,;}cr is an affine covering of X, is in the kernel of § if and only if it comes
from a global section of Ox. This follows from the sheaf axiom for Ox. Under the
identification ker § = Ox (X)), restricting d to ker d gives the map d: Ox(X) — Q4L (X).
We thus see again that Hyp(X/R) = ker(d: Ox(X) = Q4 (X)).

A similar analysis allows one to express Hjn(X/R) as Z'/B', where Z' and B! are
the 1-hypercocycles and 1-hypercoboundaries, respectively:

71— {(wi,fij) = (HQ}(UJ) X (HOX(UZ-J-)> | dw; =0, w;

1<j

v,; = dfij,

Uy — Wj

and the following cocycle condition holds: fi;lv,,, — fitlv,, + firlv, = 0},

v,) € (HQE(Ui)> X (H OX(%‘)) | (@) € HOX(Ui)}-

1<j

Uy — Xj

Bl = {(d.ﬁlf“xl

2.3 Hodge filtration for a curve

Let now C'/R be a curve over a noetherian ring R; this means that C' is smooth, con-
nected, integral, proper and of relative dimension 1 over R. For curves it is always
possible to find a covering by two open affines, say {U,V'}. The Cech complex associ-
ated to such a covering is considerably simplified, as QZ, r =0 and there is only one
intersection U NV to consider. Thus EP? = 0 whenever p > 1 or ¢ > 1. We immedi-
ately deduce that H'(C'/R) = 0 whenever ¢ > 2. Note that even when C'is of relative
dimension 1 over R, it is not true that H3,(C/R) = 0. This phenomenon should not
come as a surprise, however, if one is familiar with the analytic de Rham cohomology
of a Riemann surface.

The hypercocycles and hypercoboundaries are much simplified in the case of a curve:

z' = {lwr,wv, f) € Qoyr(U) x Qgyp(V) x Oc(UNV) | wy —wy =df on UNV},
B1 = {(d!EU,d$V,$U|UmV — :L‘V|Uﬂ\/) € QIC/R(U) X Qé/R(V) X Oc(Um V) | Ty € Oc<U), Ty € Oc(‘/

9



2.3 Hodge filtration for a curve 2 ALGEBRAIC DE RHAM COHOMOLOGY

There is a natural map:
HO(C, Q}J/R) — Hip(C/R)

which takes a global section w € Qlc/R(C’) to the (class of) the triple (w|y,w|y,0) in
Hjn(C/R). If this is a 1-hypercoboundary, say (w|y,w|v,0) = (dzy,dzy,zy — zv),
then 2y and zy agree on UNV and so can be glued to give a global section x € O¢(C).
However, since C//R is connected, Oc(C) ~ R. We see that w = dx = 0, which shows
that the map above is injective.

The cokernel of this map can be naturally identified with the sheaf cohomology
group HY(C,O¢). In order to do this, we first give an explicit description of H'(C, O¢)
using Cech cohomology relative to the cover {U,V} of C. In this case the Cech complex
takes the form:

0— Oc<U) X OC(V> — Oc(U N V) — 0,

where the nontrivial map takes (f, g) — f|lvnv — gluny. Thus:

X 5 Oc(UNYV)
G 00 = oo —glom 11 € 0c(0), 9 € OV}

There is hence an obvious map Z! — HY(C,O¢) taking (wy,wy, f) to the class of
f € Oc(UNV). The explicit descriptions of H'(C,O¢) and B! show that this map
vanishes on B! and induces a map:

Hix(C/R) — H'(C,Oc).
In order to show that this map is surjective, we will in fact show that the map:
Zl — Oc<U N V)

is surjective. We must show that if f is a regular function on UNV, then df = wy —wy
where wy is regular on U and wy is regular on V. In order to simplify the combinatorics
of this problem, we will suppose that U = C' — {P} and V = C — {@}. Removing a
point from a curve yields an affine scheme, and so this assumption does not actually
limit us. We will apply the Riemann-Roch theorem to solve this problem.

Recall that a (Weil) divisor on a curve is a finite formal sum of closed points of the
curve. If D is a divisor, then deg(D) is the sum of the coefficients of D. Functions and
differentials define divisors via their orders at each point. Thus, if f is an element of
the function field K(C) of a curve C, then we write:

Div(f) =Y _ordp(f)P.

pPeC

Such a divisor is called principal. Similarly for differentials. Since curves are one
dimensional and, for us, smooth, the sheaf of regular differentials Qf, /R is a line bundle.
This means that it is a locally free Oc-module of rank 1. There exists a global regular

10



2.3 Hodge filtration for a curve 2 ALGEBRAIC DE RHAM COHOMOLOGY

differential w on C. All other regular differentials are of the form w’ = fw for some f
in the function field of C' (note that not all f’s will yield a regular differential!). Thus
Div(w') differs from Div(w) by a principal divisor (namely Div(f)).

Given a divisor D on C', we let:

£(D) = {f € K(C) | Div(f)+ D > 0} U{0}.

The inequality means that each coefficient of the divisor Div(f) + D is non-negative.
Multiplication by g € K(C') induces an isomorphism:

L(D) ~ £ (D + Div(g)) .

Thus if we write K = Div(w), then £(K) is independent of the choice of regular
differential w.

Scaling a function by an element of R does not change the order of the function;
there is hence an action of R on £(D). In fact, £(D) is an R-module. It is a fact (?)
that £(D) is a finitely generated projective module of finite rank. We will be working
over nice rings (fields or PIDs), and so £(D) is a free R-module of finite rank in this
case. Let {(D) denote the R-rank of £(D). The Riemann-Roch theorem implies that:

(D) —I(K — D) =deg(D)+1—g,

where ¢ is the genus of C.

We return to our problem; so U = C' —{P}, V =C —{Q} and f € K(C) is regular
on UNV. We must find differentials wy and wy regular on U and V, resp., such that
df =wy —wy on UNV. If C is of genus zero, then it has functions with a single pole
of order 1 at any specified point, and regular otherwise (apply Riemann-Roch). One
can hence take wy = d(f — ¢) and wy = d(g) for some appropriately chosen function g.
We may thus suppose that g > 1.

Consider the divisor D = K +nP, where K is the canonical divisor of C' associated
to some regular differential w. The Riemann-Roch theorem gives:

(K 4+nP)—1(—nP)=deg(D)+1—g.

Now, if deg(D) = 0 then I(D) = 0. Also, the Riemann-Roch theorem shows that
deg(K) = 2g — 2. The above becomes:

I(K+nP)=29—2+n+1—-g=n+g—1.

Thus, since g > 1, (K + nP) is positive. As n increases, (K + nP) increases by 1 at
each step. Taking n to be the order of the pole of df at @), it follows that there exists a
function g € K(C) such that df + gw is regular on U and gw is regular on V. We may
hence take wy = df 4+ gw and wy = gw and:

(vawV7f) '_>f

11



3 THE POINCARE PAIRING

This shows that the natural map H},(C/R) — H'(C,O¢) is surjective.
The resulting sequence:

0— H°(C, Qlc/R) — Hj(C/R) — HY(C,0¢) = 0

is exact. It is called the Hodge filtration for C'/R. We have shown that the first map is
injective, and that the second is surjective. From the explicit descriptions given for these
groups, one immediately sees that the composition of the maps is zero. To conclude
the proof of exactness, let us take an element in the kernel of the second map. It can
be represented by a 1-hypercocycle of the form (wy,wy, fu — fv), where fy is regular
on U and fy is regular on V. This hypercocycle differs from (wy —d(fv), wy —d(fv),0)
by a 1-hypercoboundary. Now simply note that on U NV

wy — d(fv) — (wv —d(fv)) = wr —wv —d(fv — fv) = 0.

By the sheaf axiom, there is thus a global regular differential w that restricts to wy +
d(fy) on U and wy + d(fy) on V. This w maps to the class of (wy,wy, fu — fv) in
H},(C/R), which concludes the proof of the exactness of the Hodge filtration.

By Serre duality, the outer terms of the Hodge filtration are dual. The R-rank of
H(C, Q) p) is g, the genus of C/R. Hence Hyp(C/R) is a free R-module of rank 2g.

3 The Poincaré Pairing

Let C'/k be a smooth proper curve. We assume, for simplicity, that k is algebraically
closed (otherwise, just minor modifications need to be done). We will define a perfect,
alternating pairing:
() Ypoinc: Har(C/k) x Hip(C/k) — k
Let K = k(C) be the function field of C, and let Q o Qi ), be the K-vectorspace
of global meromorphic differentials on C'. Consider also the sheaves O¢ and Qf, T
For each closed point P € C(k), we have a discrete valuation:

ordp: K* = Z
Let Kp be the completion of K at ordp, and Op be the completion of O¢ p (the

stalk at P, which is seen as a subring of K). Define also Qg dof Q}{P/k, and Qp the

completion of the stalk Q¢ p.

Example. Ift is a uniformizer at P (that is, ordp(t) = 1), then:

K k() = {80 1000 €KL a) £0) k)t
Ocr = kil = {40 € k() [ 4(0) # 0} € &
Op ~ k[t Kp ~ k((t))
Qpﬁ@p-dt QKPZKP'dt

12



3 THE POINCARE PAIRING

We have also, for each P € C(k), the residue map:

resp: QK — k

defined as follows: if w € Q, let wp be its image in Qk,. (= k((t))-dt). Then resp(w) &of

resp(wp) P (if w= (%4 ---+ 5 +ap+ay +---)dt). One needs to check that
this is actually well defined (independent of the choice of uniformizer ¢), and we ommit
the tedious proof, specially when in positive characteristic (see [Har77], I11.7, pg. 247t
for details, and [Ser59] for a proof).
Denote by QL the k-vectorspace of meromorphic differential forms of the second
kind:
Qi &f {w € Qg |respw =0VP € C(k)}

Remark. If w € QL then we can locally integrate it: for each P € C(k), there exists
some vp € Kp(= k((t))) such that dyp = wp.

In order to define the Poincaré pairing on Hjy(C/k), we need to represent its ele-
ments as differentials of the second kind:

Proposition 3.1. The deRham cohomology of C' can be computed as:

; Qi
Hap(C/k) ~ IK

Proof. We work, as usual, with an open affine covering given by the two open sets

U¥co\{r}
def
V=C\{Q}

First, we define a map ¢ from the de Rham cohomology Hl;(C/k) to Q. To a
1-hypercocycle (wy,wy, fuv), the map ¢ associates wy, thought now as a meromorphic
differential, which is actually regular U. It is of the second kind, as around the point
P it can be written as wy + dfyy (wy is regular at P, and an exact differential has no
residue). Note that if instead we had chosen the second component wy, its image in

% wouldn’t change, as they differ by an element in dK.
For the well-definedness of the map, just note that hypercoboundaries are mapped
to exact forms (that is, in dK).
Let (wy,wy, fuv) be a hypercocycle representing a class in H}g (C/k), and suppose
that wy € dK. That is wy = dg, for some g € K, and note that then g is regular on

U. We also have the equality:
wV:wU—deV:d(g—fUV) on UﬂV

As U NV is Zariski-dense in V, this equality actually holds on V', and hence the
hypercocycle we started is actually a hypercoboundary. This implies that ¢ is injective.

13



3 THE POINCARE PAIRING

As for surjectivity, let w € QI be given. We want to find a triple (wy, wy, fyy) such
that wy differs from w by an exact differential. We will of course use Riemann-Roch to
do that. First, we want to modify w by an exact differential so that the new form has
only poles at P and (). Suppose that w has a pole of order n +1 > 2 at some point R.
Then there exists a function f € K(C') such that:

feLmR+mP)\L((n—1)R+mP)

for some m large enough (by Riemann-Roch). So by adding an appropriate multiple
of df to w, we can reduce the order of the pole at R. Iterating this procedure a finite
number of times, we can assume that w is regular on UNV. A similar procedure allows
us to find g and h, both of them with poles only on P and @), such that w+dg is regular
on U, and w + dh is regular on V. We thus obtain the hypercocycle:

(w+dg,w +dh,g — h)
mapping to the given w. O]

Remark. If C = E is an elliptic curve, we can consider the sheaf Q'(200) & Q! @
L(200). This is the sheaf of forms which are regular outside co, and have a pole of
order at most 2 at co. By the residue theorem, such a form is of the second kind, and
so we get a canonical inclusion:

Q' (200) — Q%

One can easily check that the composition of the previous inclusion with the projection
to the quotient induces an isomorphism:

Q' (200) ~ QL /dK

and so for elliptic curves, we have an even more concrete description of the first de
Rham cohomology.

Representing the elements of the deRham cohomology through differentials of the
second kind, as in the previous proposition, we define (-, -)poinc as follows: given [, [8] €
HIz(C/k), with a, 8 € QIL for each P € C(k), let ap = dyp for some yp € Kp. Then:

(o], [B)poine = > resp(ypBp) €k

PeC(k)
Proposition 3.2. The pairing (-, ) poinc is well-defined, alternating, and non-degenerate.

Proof. We prove that it is alternating. Well-definedness is easy, and we will ommit the
proof of non-degeneracy.
Let, for each P € C(k), write p = dnp, for some np € Kp. Then, by definition,

<[ﬂ]> [a]>Poinc + <[a]a [ﬁ])Poinc = Z reSP(P)/PBP) + reSP(UPaP) = reSP(f)/PﬁP + 77130‘{1:')
PeC(k)

14



4 THE GAUSS-MANIN CONNECTION

But note that, if U is a neighborhood of P to which both vp and np can be extended,
then:

(d(vyn))p = apnp +vpBp

and so the residue at P will be 0. Hence the sum of all the residues will be 0, too, as
we wanted to show. O

Example. Let E/k be an elliptic curve over a field k, char k = 0. Consider the standard
equation for E:
E: 92 = 4a° — g2 — g3
where x,y are chosen in such a way that, if T' is a parameter at oo, then:
1
Loo = ﬁ—l—ao—i—alT—i—---

2
Yoo = g +bo+ by T+

(note that the 2 in the expression for ys, is there so that we get the 4 in the equation
for E).

Then w = dx/y,n = xdx/y, and we will compute the Poincaré pairing. As it is
alternating, (W, w) poine = (N, M) Poine = 0, and so it is enough to calculate (N, w) poine:

<777 w>Poinc - Z reSP(’YPwP) — resoo(’)/oowoo)
PeE(k)

We compute the expansions of w and n at oco:

—2
Htat-
T3
Woo = =—1l4+c+aT+---
75+ 0o+ 0T+ - o

1 —1
Uoo:(—+CL0+CL1T+"')(—1—|—CO+C1T+"'):?+do+d1T+"'
2

T2
1 dy
o =—+doT + =17
’V T-I— 0 +2 +
-1
woo"yoo:?—i_cl_'—"'

So that reSq (VooWoo) = —1, and hence we have found that (1,w) peine = —1 (which
in turn implies that (W, N) poine = 1).

4 The Gauss-Manin Connection

We let k be a field, and S/k a smooth curve of finite type. Let f: X — S a smooth,

proper morphism. The goal is to define a connection on the sheaf F = H4 (X/S )(d:ef

R' f,.(Q% /5)); following quite closely [KO68].

15



4 THE GAUSS-MANIN CONNECTION

If all the involved schemes were affine, say X = Spec(B) and S = Spec(R), then we
would get one of the fundamental exact sequences of B-modules (see [Har77], chapter
II):

QR/k ®Rr B—>QB/k—>QB/R—>O

In the global situation, we get as well the fundamental exact sequence, where we
recall that f* Qs/k aof f_ng/k ®f-104 Ox:
F Qs = Qxpr = Qg = 0

Thanks to X — S being smooth, the first map is actually injective (so we get an
extra 0 on the left). On the affine level, this can be seen because in that case QlB/R is

B-flat, so Torl(Qg g B) = 0. The terms in this exact sequence are locally-free, and so
we get a canonical ﬁltration of the complex Q5% e

Q% = FO () 2 FH(Q% 1) 2 F2(Q% 1) 2

with
F' = FZ(QX/k) img[Q;(/ﬁc oy [ QS/k = Q%)
and such that:
i i /ve def i * ()i o—j
gr' = gr'(Q% ) = FI/F™* = f Qg ®ox Ny /s

(see [Har77], Exercise I1.5.16d). We only need the first two terms in this filtration.
There is then an obvious exact sequence of complexes:

0 gr! FY/F? gr? 0

—— FY/F? —— Q% ;g ——0

0—— f*Qg)), @ox X/S)

which yields a long exact sequence in hypercohomology (that is, taking the hyperderived
functors of f,). In particular.

It is enough to define the Gauss-Manin connection on arbitrarily small open affine
subsets of S, as the deRham sheaf H’y (X/S) is the sheaf associated to the presheaf:

U H(U, Q% slv) = (R () (U)

So from now on we will assume that S is affine, and write H'(Q% /s) instead of
H (S, Q5% / ¢)- The long exact sequence in hypercohomology yields boundary maps:

% 7 . 0 7 — o—
Hin(X/S) = Hi(Qs) > HH (£710h, @510, O34)

16



5 GAUSS-MANIN ON LEGENDRE

Rs f‘ng/k is locally free and the differential of the complex is f~'Og-linear, the
term on the right is isomorphic to:

QlS/k Qo HZH(Q;(_/E) = Q}S‘/k Qo Hi(QB(/S) = Q}S‘/k Ros Hir(X/S)
and so the connecting homomorphism can be seen as a morphism:
Vi: Hyp(X/S) — Q}g/k ®os Hir(X/S)
Definition 4.1. The Gauss-Manin connection is V;.

Example. We compute Vi: Hin(X/S) — Q}g/k Ros HLYp(X/S). Let’s assume that S is
affine, S = Spec R. After localizing, we can even assume that Q}G’/k ~ R -dt, for some
teR.

Consider an affine cover of X, X = UU;, with U; = Spec B;.

Let x € Hip(X/S), represented by ((wi)ier, (fij)i<j) € T <QB(/S>, with w; € Q}Bi/R
and fi; € Bj; satisfying the conditions for being a 1-hypercocycle (as we have worked
out before). To compute V1(x), we just need to follow the definition of the connecting
homomorphism, induced by the morphism on the terms in the total complex (we denote
by Z the kernel of the differential on the corresponding complez):

AR

—
—
-
-
-

7
7
5

LT Q) —» THOQ )

/
/
, |»

/
T?(dt ® Q;{/ls)% T*(Q% i)
I/
C2(dt ® Q% 5)

That is, choose lifts w; of w;, apply D to the element ((&;)s, (fij)i<;), and we will be
able to write:

D (@), (fi3)) = dt @ ((m:), (gi5)i<j)
and then A
Vi) = dt @[ ((m:), (9i5)i<s) ] € Lsyp, Qos Hup(X/S)

5 An Example: the Gauss-Manin Connection on
the Legendre family

Let k be a field. Let S = Spec(A), where A is the ring A & k[t][ﬁ] Note that S is

a smooth curve over k, obtained from P! by removing the points {0,1,00}. Consider

17



5.1 Image of w 5 GAUSS-MANIN ON LEGENDRE

the family of elliptic curves X over S defined by (the projectivization of) the equation:
y* = P(x,t) = x(z — 1)(z — t)

The ring A has been defined so that X is smooth over S. So X is a smooth projective
curve over S, which is known as the Legendre family. If we see X as a scheme over
Spec k, then it is a smooth surface, what is called an elliptic surface. Another way of
thinking of X is as a family of elliptic curves: for each point ¢y of S (which corresponds
to an element ¢y € k, ty # 0,1), we obtain X,,, which is an elliptic curve over k, with
equation y* = P(x,1).

Fix the open cover U = {Uy, U, }, where:

Uo & X\ {(0,0),, | to € S}

Uy X\ {ooy, | to € S}

We choose a basis {w,n} for the relative deRham cohomology H/jr(X/S), repre-
sented by the Chech hypercocycles w and 7. These are defined as:

2= (o £ = (2.4 0) 1)

y'y
n=(mn). g = (40,7 22 )

Remark. Note that

2 2dy  2yd 220+ 1lx+t 2yd Pt
d(_y>:(_y_ yx)dagz(?)x t+Dz+t yx)dx:x xdﬂvzm—ﬁo

x x x? xy x? x2y

so that 7 is effectively a 1-hypercocycle. Also note that 7; has the same form as we
used in a previous section. Note however that the equation that we are using now is
not the one that we used to compute the Poincaré pairing, so that these forms are not
exactly the same (they differ from them by a constant factor).

We will compute the matrix of the Gauss-Manin connection V, in terms of the basis
{w,n} defined above.

5.1 Image of w
Recall that w is represented by the 1-hypercocycle:

dr dx
2= (e f) = ((.2) 0) € 222 0 50 = 1 . 0%) = Ty

According to the definition of the connection, we lift this to an absolute hypercocycle
(that is, in T (L{ Q% /k> ). This operation doesn’t change anything visually, so we don’t

write again the same expression.

18



5.1 Image of w 5 GAUSS-MANIN ON LEGENDRE

Next, we take the D operator, which acts as:

/\/\

E*0 =0

Note that E?° = 0, because we are only considering a cover by two opens subsets,
so there are no triple intersections. Also, our element on £ is 0, so the two right-most
maps don’t need to be computed. Also, as the two components on E%! are equal, the
map —d has image 0 in our case.

Because of the previous argument, we just need to compute the left-most map. For
that, we compute the total differential of the two one-forms. As they have the same
expression, we just consider the 0-th component:

1 -1
d(wo) =d (;dw) = ?dy A dx

This expression can be simplified by noting that the equation of the surface X/k
gives:
2ydy = Pydx + Pdt = 2ydy N\ dx = P,dt A\ dx

(we write P, and P; for the corresponding partial derivatives of P(z,t) = x(z —

)(x —1t)).

So using the previous equality we obtain:

This is then the 2-hypercocycle that we get after applying D:

((ﬁdt/\ dx, —h Lt A dm) ,0)
2y3 2y3

Notice that this effectively is a 1-hypercocycle wedged by dt, as we knew a priori.
Hence we can already write the image of the Gauss-Manin connection:

Mzdlf@((—dt/\da: > dt/\dx) )

We need to express this hypercocycle in terms of the basis elements. It is not clear
a priori how to change the representative we have got by a 1-coboundary so to get a
visible combination, but the procedure has been worked out by Tedlaya and can be
made into an algorith. We will manage to do it in this case. For this, let A = A(z,t)
and B = B(z,t) be polynomials such that:

—P,= AP+ BP,

19



5.2 Image of n 5 GAUSS-MANIN ON LEGENDRE

(this is possible because P doesn’t have repeated roots, as we know). Then note

that:
—P B AP + BP, B A BP,

2y w2y 2
Next, note that:
B B, -B B, —BP, BP, B,
d(—)z—dx+—2dy:—da:+ —dr = sdr = —dx
Y Y Y 2y 2y Y
and so:
-P  A+2B,
= dx
2y3 2y
Making the polynomials explicit, we see that A and B are:
Az, t) = —3r+2—1t B(x,t) = -1
so we get:
—P, 1 z—t 1
(ﬂ o 2y v tt—1) 2y v 2t(t — 1) (=two + 1)

5.2 Image of
Recall that 7 is represented by the 1-hypercocycle:

tde xdr\ 2y
= _—— ], = c Eo,l El,o — Tl u’ o — Tl
. (<f€y y) flf) v U D) = Tras
According to the definition of the connection, we lift this to an absolute hypercocycle
(that is, in TH(U, Q&/k)) This operation doesn’t change anything visually, so we don’t
write again the same expression.

Next, we take the D operator, which acts as:

Again, E*° = 0, because we are only considering a cover by two opens subsets, so
there are no triple intersections.

We start with the left-most map. For that, we need to compute the total differential
of the two one-forms:

t 1 —t
d(no) =d (x_ydx) = x_ydt A dx + x—dey A dx

dim)=d (mdﬁ) = _—;Edy A dx
Y Y

20



5.2 Image of n 5 GAUSS-MANIN ON LEGENDRE

We simplify this expressions as before, using the same equation:
2udy A\ dx = Pydt N\ dx

So using the previous equality we obtain:

2y? — tP,
—zP,
d(m) = Qxystdt/\dm

These expressions will later be simplified, but for now let’s keep up with the com-
putation of D. It remains to do the middle maps. Note that:

2 2y

which simplifies to:
P, — 2y? P,
T % ge+ “tat

df. =
Iy z%y Ty

so that, if we compute:
P
o =+ dfy = —dt
zy

So finally we have obtained the 2-hypercocycle represented by:

22 — tP e P
2 N de T g nde )
2xy3 2y3 xy

Notice that this effectively is 1-hypercocycle wedged by dt, as we knew a priori.
This is the image of the Gauss-Manin connection:

2% — tP, —x P P
=dt d d —
Vi) =di ® (( 2oy 2t )y

We look now at the 0-th component.

29% — tP, 1 —tP,
(V(n)>0 =Y T S ey

d
2xy3 xy 2x13 .

For this, we repeat the same argument, but now we find A, B such that:
—tP, = AP + BP,

and explicitly,

Az, 1) = %(—31; 42— 1) Blrt) = LR
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5.2 Image of n 5 GAUSS-MANIN ON LEGENDRE

The same argument as before yields:

—tP, AP + BP, A BP,
Ldr = + dxr = dx + dx
2xy3 2xy3 2xy 2xy3

and again, note that:

a( )=t B g By, By BB,
xy x2y 2xy3 2xy3 x2y

so we have: ‘P AL 2B B ) 50 4
L P P el
2xy3 2xy x2y t—1 2zy

Putting everything together, we get:
1 —tP, 1 1 —o+2—t 1
v ) — (= de = [ — dr = .
(ﬁ 0 <xy+ 2xy3) v <xy+t—1 2zy > v 2(t—1) (=wo + o)

Let A= A(z,t) and B = B(x,t) be polynomials such that:

(this is possible because P doesn’t have repeated roots, as we know). Then note that:

—«P, AP+BP, A BP,

w22y 2y
Next, note that:
B B, -B B, —BP, BP, B,
d(—):—d$+—2dy:—d3:—l— —dr = s dr = —dx
Y Y Y y 2y 2y Y
and so:
= dx
2y3 2y
Making this explicit, we see that A and B have the form:
1
A(x,t):t_—l(—3x+1) B(z,t) = t_lx(x—l)
so we get:
—x P, 1 -1 1
= dr = dx = —
(M>1 2yt W= Ty W gy et

which agrees with the computation of the 0-th component.
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5.3 Conclusion 6 REINTERPRETING MODULAR FORMS

5.3 Conclusion

After all the previous calculations, we conclude that the matrix of V with respect to

the basis given by {w,n} is:
1 -t —t
at—1)\ 1 ¢

6 Reinterpreting Modular Forms

6.1 Classical Modular Forms

Let I' = I'(1) = SLy(Z) be the classical modular group, and let H be the upper half-
plane. The group I' acts on H on the left by

a b 'Td_efaT—i—b
c d et +d

One can quotient out H by I', and then compactify (by adding one point) both H
def def 773

and its quotient by I'. We call Y/(1) = I'(1)\H, and X (1) = Y (1) = I'(1)\’H. Note then

that both Y (1) and X (1) are Riemann surfaces (and thus smooth algebraic curves),

and that X (1) is also compact (so a projective curve), while Y (1) is an affine curve.
Given f: H — C a modular form of even weight k, define:

def

w & F(r)dr®E € (QL,0)%7 (W)

If v € T, then we can compute:

[SIE

k d b 3 .
iy = Fomdom)® = (e + () (4 2500) an)® =

and hence wy is I'-invariant, so it can be seen as a differential on Y'(1):

k
wy € (Q%/a)/(c)@§ (Y(1))

This module is the algebra of Kéhler differentials on Y (1) (recall that it’s an affine
curve!).

This is a nice geometric interpretation of modular forms of even weight. Unfortu-
nately, one cannot make sense of modular forms of odd weight in such a simple-minded
way. Thankfully, there is a nice geometric way to interpret modular forms of all weights.
Moreover, this description makes it possible to define modular forms over rings other
than C.

We will reinterpret the classical case to motivate the upcoming definition of a geo-
metric modular form.
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6.1.1 Functions on lattices

Let R be the set of lattices in C (recall that a subgroup L C C is a lattice if it is a free
Z-module of rank 2, such that L ®; R ~ C).

If L € R then L = Zw, & Zws, with wq,ws two R-linearly independent complex
numbers. Then C/L is a compact torus, and it becomes an elliptic curve over C by

taking O “oec /L as the identity element. The group law on C/L is just the natural
quotient group structure inherited from C.

Note that C* acts on R by scaling (homothety).

Consider the map #: H — R sending:

T+ L,

where L, = Z1 @ Z.
Next let £ denote the set of isomorphism classes of elliptic curves over C. There are

maps u: R — & and f: H — &, which send L — (C/L,0) and 7 — E, = (C/L,,O).

Proposition 6.1. The map u: R — & factors through C* and induces an isomorphism
R/C* ~€&.

Proof. Surjectivity follows from the fact that for each elliptic curve E/C, there is an
isomorphism E(C) ~ C/L for some lattice L. This lattice can be computed by fixing
an invariant differential w on F, and then:

L:{Lw|7eH1(E,Z)}gC

For injectivity, suppose that L;, Ly € R are two lattices such that
C/L, £ C/L,

As C is the universal covering space for C/L;, the isomorphism ¢ can be lifted to a
holomorphic map ¢: C — C, such that ¢(0) = 0. This lift satisfies:

¢z +11) — ¢(2) € Lo,
for each z € C and [; € Ly. Since Ly is discrete, this implies:
é(z+11) — ¢(2) = ¢ (a constant).

Taking a derivative shows ¢’ is invariant under L; and that it is holomorphic; the
maximum modulus principle thus implies then that ¢’ = b € C is a constant. Hence
¢(z) = bz + ¢ for some b, c € C. But we know that ¢(0) = 0, so we must have ¢ = 0.
Hence ¢(z) = bz, and Ly = bL,, as we wanted to show. O
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The map [ induces an isomorphism R/C* ~ T'\'H, since two lattices L, and L,

are homothetic if and only if 7/ = Z:Ifl for some (CCZ Z) € SLy(Z) = TI'. Giving the

appropriate complex-analytic structure on R/C* makes  an analytic isomorphism.
Consider now a function F': R — C such that

F(AL) = X"*F(L)
for A € C*. Given such a “homogeneous” function, define f: H — C by

Y FRL)=FrZa7)

Note that if v = (CCL 2) € I' we have:
at +b
som) = (L) = F (2 (25 ) oz -

1
=F (CT n d(Z(aT +b)®Z(cr + d))) =F((er+d)'L,) =
= (et +d)*F(L,) = (et +d)* f(7)
so that if, in addition, f satisfies holomorphicity on H and at oo, then f is a weight-k
modular form for T'.
6.1.2 Functions on Elliptic Curves

The set of lattices R of the previous subsection is a fibration over R/C*. We would
like to describe a fibration £ over £, and a map R — £’ such that:

R/C* = ¢

commutes. Then we can reinterpret modular forms as functions on &', analogously to
viewing them as functions on R.

Let £ be the set of isomorphism classes of pairs (E,w), where E/C is an elliptic
curve, and w is a basis for H°(E,Qp ) (note that this has dimension 1, so one can
take any globally holomorphic differential for w ). The isomorphism condition for such
pairs is:

(E,w) ~ (F',w') <= 3 an isomorphism ¢: F — E’ such that "' = w

There is an obvious map & — £ which forgets w, and another map R — &’ which
takes a lattice L to the pair (C/L,dz) (where z is the natural coordinate function
induced from C). Note that if A € C*, then AL is mapped to:

[(C/(AL), dz)] = [(C/L, Adz)]
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We thus can let C* act on & compatibly by setting

A(E, )] € (B, \w)].
Again, for k an integer, consider a function G: & — C such that G(F, \w) =
A FG(E,w) for all A € C*. A similar computation as before yields that the function
g: H — C defined by

g(r) € G([(C/ L., d2)])

satisfies a modular transformation, and so it is a weight-k modular form (assuming it
satisfies the necessary holomorphicity conditions). This shows that we can think of
modular forms as functions of pairs (F,w) of elliptic curves and holomorphic differen-
tials.

In the next subsection, we introduce the tool that will allow us impose holomor-
phicity conditions at oo.

6.2 The Tate Curve

Let 7 € H, and consider its associated elliptic curve B, & C/(TZ ® Z). We have an
(analytic) isomorphism:

E, ——C*/¢* o Tatec(q)

= e2mz

def
where ¢, = e

by ¢
We want to derive equations for Tatec(q). For this, let

2miT

, and ¢Z is defined to be the multiplicative subgroup of C* generated

LY L, Yorirz e 7)

and let X and Y be: ot

x &« o(2miz, L), Y = ¢'(2miz, L)

We get the equations:

Eiq) Es(9)
12 216

Y2 =4X? — go(L)X — g3(L) = 4X°3 —
where:

Ey(q) = 12(2mi)*ga(7) = 12ga(L) = 1 + 240 Y a3(n)q"

Eg(q) = 216(2mi)%gs() = 216g5(L) =1 — 504 Y 05(n)q"

(note that the g-expansions are in Z[g], and hence the equation for Tatec(q) is defined
over Z[1/6]((q)). We want to remove also these denominators. So replace X = x + 12,
and Y = x + 2y, and we obtain:

y* + 2y = 2° + B(q)z + C(q)
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where:

Ey(q
B(q) = —b———+—— 240 =5 o3(n)

Olg) = = <_5E4<q> —1 - Ela) = 1) _ _y osln) 4 Tos(m)

12 240 504 12 4

It’s an elementary number theoretic calculation to show that C(q) has coefficients
in Z as well.
So we arrive at the definition of the Tate curve:

Definition 6.2. The Tate curve is the elliptic curve over Z((q)) given by the equation

y?> + zy = 23 + B(q)r + C(q), together with the canonical differential weap dof mféy.

Definition 6.3. Given any ring R, the Tate curve over R is defined as

Tategr(q) o Tate(q) Xspecz R,
which is an elliptic curve over R ®z Z((q)).

Remark. Note that there is a canonical map R ®z Z((q)) — R((q)) but it need not be
surjective. For concreteness take R = Q. Then ano 27™¢" is not in the image of this
map.

The Tate curve will be used to impose holomorphicity conditions on the modular
forms, once we reinterpret them in a more geometric way.

6.3 Geometric Modular Forms

We give now the definition of modular forms that can be found in [Kat73]. Given a
ring R and an elliptic curve E defined over Spec(R), consider the sheaf on F of regular
differentials QF, r» and let wpp & p«(QF, sr)- This invertible sheaf is called Katz

canonical sheaf.

Definition 6.4 (due to N.Katz). Fix an integer k, and let Ry be a (commutative,
unital) ring. A (geometric) modular form of weight k& and level 1, defined over R,
is a rule f which assigns to every Rg-algebra R and elliptic curve E/R defined over
Spec(R), a section

f(E/R) < Q%I;Ra

in such a way that:

1. f(E/R) depends only on the isomorphism class of E/R.

2. f commutes with arbitrary base change. That is, if ¢: R — R’ is an Ry-algebra
homomorphism, and F/R is a pair over R, then we can consider the curve E'/ R’ aof
E Xgpec(r) Spec(R’) 2 E. We require then that:

f(E'/R) = ¢ (f(E/R))
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6.3 Geometric Modular Forms 6 REINTERPRETING MODULAR FORMS

This definition is equivalent to:

Definition 6.5. Fix an integer k, and let Ry be a (commutative, unital) ring. A
(geometric) modular form of weight k£ and level 1, defined over Ry, is a rule g which
assigns to every pair (E/R,w) a value

g(E/R,w) € R,

where R is an Rg-algebra, E/R is an elliptic curve over R, and w is a basis for
HO(E, Q}E/R), in such a way that:

1. g(FE/R,w) depends only on the isomorphism class of (E/R,w).
2. g(E/R, )w) = \"*f(E/R,w) for all A\ € R*.

3. g commutes with arbitrary base change. That is, if o: R — R’ is an Ry-algebra
homomorphism, and (E/R,w) is a pair over R, then we can consider the pair

F'/R “'E Xspec(ry Spec(R') = E and o' & p*w. We require then that:
9(E'[ R W) = ¢ (9(E/R,w))

To convert from one to the other note that given g, one can define f as in the first
definition: ot
f(E/R) = g(E/R,w)w",

where w € wp,p is any basis. The weight-k modularity of g ensures that this definition
does not depend on the choice of w.
Conversely, given a rule f as in the first definition, one can define g:

def
9(E/R,w) = f(E/R)/w",
where the notation means the unique element x of R* such that f(E/R) = zw".

Remark. The last condition ensures meromorphicity at oo, at least.

Definition 6.6. The g-expansion of f at oo is:

f (Tatery(q); wean) € Z((q)) @z Ro

Definition 6.7. We say that f is a (geometric) holomorphic modular form if its
g-expansion at oo actually belongs to Z[q] ®z Ry. We say that f is a (geometric)
cusp form if its g-expansion at co belongs to ¢Z[q] ®z Ro.
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6.4 Katz’s versus Classical 6 REINTERPRETING MODULAR FORMS

6.4 Comparing Katz’s and Classical Modular Forms

Consider now the set H x C, with its canonical projection p; onto H. Then I' and Z?
both act on H x C via the rules:

(r,0) - (, B) & (1,0 + ar + B)

(‘CL Z) (7, v) & ((‘C‘ Z) T (er + d)_lv)

With these actions, the projection p; is I'-equivariant (and also ZZ-equivariant, with

the trivial action on H). Consider the quotient E o (H x C)/Z?, together with the
induced map p: E — H. For any 7 € H, the fiber p~!(7) above it is isomorphic to E;.

By regarding E as a fibration over ‘H, we are thinking of E complex analytically.
One should replace H by Y (1) = Spec(R), where R = C[j] is the j-line, in order to
work algebraically. In this light we have:

E = Proj (RIX, Y, Z/(Y*Z = 4X® — g,(1)X 2* — ga()2*))

where ¢o(7),g5(7) € R are the classical Eisenstein series. Note that the maximal
ideals of R correspond bijectively to the points of H. If 7 € H then the corresponding
maximal ideal is:

m. ={feR|f(r) =0}
Thus E is an elliptic curve over R.

We will now show that any geometric modular form F' over Ry = C gives a classical
modular form f, by the rule

f) Y FR(E,,dz), T€H.
For each 7 € H there is a natural C-algebra map:
ev,: R — C,
given by evaluating functions at 7. Geometrically we have the following picture:

E,—EFE

| ]

Spec C —— Spec R

This diagram is cartesian, realising E, as the fiber of the map E — Spec(R) over the
maximal ideal m, of R. Thus, property (3) of a geometric modular form gives:

ev, (F(E,dz)) = F(E,,dz) = f(1).

But F(E,dz) € R, and so this equality says precisely that f = F(E, dz) is holomorphic
on H.
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6.5 The Final Interpretation 6 REINTERPRETING MODULAR FORMS

Next we show that f is weight k-invariant. For 7 € H and:

note that:
(E,r,dz) ~ (E,, (cT + d)"'dz2).

Properties (1) and (2) for a geometric modular form thus give:
f(y1) = F(E,,,dz) = F(E,,(ct + d)'dz) = (et + d)"F(E,,dz) = (et + d)* f(7),

which is the weight k-invariance property for f.

The final thing to check is that f as defined is holomorphic at infinity. But the
Tate curve and the holomorphicity of a geometric modular form at infinity are cooked
up precisely so that this is true. Indeed, consider the map ¢ which takes a 1-periodic
function f to its associated Fourier series:

p: &= C((q))
f s Z anqn, q= 627ri7'

n>ng

This gives a diagram
Tate(q) ——— E

| |

Spec C((q)) —— Spec R

and so, by the compatibility under base change, we have
 (F(E,dz)) = F(Tate(q), dz) € Clq],

since F' is holomorphic at oo as a geometric modular form.

Thus, f as defined is a holomorphic modular form in the classical sense. In fact, if
one begins with a classical modular form, one can also construct a geometric holomor-
phic modular form. In this way one sees that geometric modular forms over C are the
same as classical modular forms. We will henceforth drop the appelations “geometric”
and often even “holomorphic” without confusion.

6.5 The Final Interpretation

In this section we will sacrifice some rigour in favour of ease of exposition. Basically,
we will assume that there exists a univeral elliptic curve £ over Y (1), parametrising
isomorphism classes of elliptic curves over C (as a fine moduli scheme). This is true for
higher levels, but not for levels 1 or 2.
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7 THE KODAIRA-SPENCER MAP

Recall that Y (1), the j-line, is an affine scheme over Z. Consider the Katz canonical
sheaf w on Y (1) obtained by viewing £/Y (1) as an elliptic curve. In this case, a modular
form of weight k over a Z-algebra R is just a global section of w® on Y'(1). Also, if one
considers the compactification X (1) of Y (1), and extend w® to X (1), a holomorphic
modular form of weight k over Ry is a global section of w® on X(1).

Remark. The authors experienced some confusion distinguishing when to work with
symmetric powers and when to work with tensor powers. We have tried to keep our
notation consistent by using either Symm®(:) or (-)®%. Note however that, for one
dimensional locally-free sheaves or modules, the two concepts agree (they are both
still 1-dimensional). In the following section we will need to consistently work with
Symm*(-) because we will be dealing with the two-dimensional module H}, (/Y (1)).

7 The Kodaira-Spencer Map

Given an elliptic curve E/R with structure morphism p (where R is a ring which is
one-dimensional and smooth over a base ring Ry), we have defined so far:

e The Hodge filtration: 0 — H°(E, Q) — Hig(E/R) = H'(E,Op) — 0.
e The Poincaré pairing (-, -)poinc: Hig(E/R) x Hyz(E/R) — R.

e The Gauss-Manin connection V: Hig(E/R) = Qp p ®r Hip(E/R).

Consider the sheaf of regular differentials QF, R and let

def 1
Ww=wWwgr = TR

be the Katz canonical sheaf.
Definition 7.1. The Kodaira-Spencer map is the sheaf homomorphism:
®2

PKS ! W Q}%/Ro

w1 ® we —— (w1, VWwa) poinc

where wy, wo are differentials on some open subset U C Spec(R), and we pair w; with
the deRham part of Vw,, getting an element in Qj . (U)).

We say that E/R is almost modular if ¢ks is an isomorphism.*

!This notation is due to N.Katz (see [Kat73, A1.3.17]). The reason for it is that in this case the
classifying map from R to the modular stack is étale. Therefore Spec R locally looks like a modular
curve, and E/R like the universal elliptic curve over it.
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8 DERIVATIONS OF MODULAR FORMS

Example. Consider the Tate curve (Tate(q),wen) over C((q)) (that is, analytically).
We compute the image of the Kodaira-Spencer map on Wey,. Recall that wee, is dt/t,
and that ne., is the differential of the second kind which is dual to we,, with respect to

the Poincaré pairing. Set 0 dzefq% € Qé((q))/c. Then we can compute the Gauss-Manin
connection on Hjp(Tate(q), C((q))), which has matriz:

-P
w - 1 W
V 9 can — _]_2 can
) (ﬂ) <—P2 e 1%) (77>
where P is defined as:

P(q) . 242 o1(n)q", o1(n) d:efz d.

n>1 djn

This shows that
SDKS(wcan & wcan) (6) = <wcam v<9) (wcan»Pomc =1

because <Wcam wcan> Poinc — 0 and <Wcan7 ncan> Poinc — 1.
From this we obtain

(SOKS(wcan ®wcan)) (0) =1
and hence:

QOKS(Wcan ®wcan) =

8 Derivations of Modular Forms

We would like to use all this machinery to define differential operators on spaces of
modular forms. For this, assume that £/Y (1) is almost modular (this is in fact true,
although we ommit any proof). We have identified the modular forms of weight k& over
Ro with .
®
H (Y(1),we/vay) = H (€, (Q)ya)™)
solet R =T(Y(1), Oy(1)) be the j-line. Also, notice that, as Q};/R is locally-free of rank

1, the symmetric power commutes with taking global sections, so that we can identify
modular forms of weight k over Ry with

H (£,9%5)% = Symm® H® (£,QL ) < Symm* Hlp(€/R).
The k-th tensor power of the connection V is a connection
V: Symmt(Hl(€/R)) — by, © Symm* (i (€/R)).
and, since R is affine, we can think of V as taking values actually in

R ® Symm*(H}(E/R))
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9 SERRE’S OPERATOR

Suppose now we had a retraction
T HéR(g/R) — HO (87 Q},‘/R) - HO (Y(1)7g)
to the first map in the Hodge filtration. This induces a map
r: Symm*(H}(E/R)) — Symm* H® (Y (1),w).
The composition
0= (prs®r)oVou
(where 901_{% is thought as a map on global sections) gives a map
0: HY(E, Q)™ — HO(E, Q)"

Since the flanking maps in the definition of O respect the Hodge filtration, the
Leibniz rule satisfied by V makes 0 a weight-2 derivation on

def
M= P HOE, Q)™
keZ

Remark. We will require that the retraction r preserves any extra structure that the
objects in the Hodge filtration may have. In this way, the derivation 0 will respect this
structure as well.

9 The Unit Root Splitting and Serre’s Operator

9.1 The Canonical Subgroup

Let’s assume (for simplicity) that Ry is a complete DVR, with residue characteristic

p > 3, and generic characteristic 0. Set ord(p) %' 1. Recall that an elliptic E/R,

where R is a Rg-algebra, is said to be ordinary if its special fiber has invertible Hasse
invariant.

Theorem 9.1 (Lubin, ordinary case). There is one and only one way to attach to every
ordinary elliptic curve E/R (where R is a p-adically complete Ry-algebra) a finite flat
rank-p subgroup scheme H C E (the canonical subgroup of E/R) such that:

1. H depends only on the isomorphism class of E/R;

2. The formation of H commutes with arbitrary base-change R — R’;

3. For Ry & Ro/p" Ry, R d:efRN((q)), and E/R the (base change of the) Tate curve
Tater,(q) over Ry((q)), then H is the subgroup p, of Tater,(q).

Moreover, the elliptic curve E' i E/H is also ordinary.
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9.2 The action of Frobenius 9 SERRE’S OPERATOR

Proof. Consider the Frobenius morphism
Fi B B9,

where E® is obtained from E by applying the Frobenius endomorphism o, to the
equation defining E.

Let H be the kernel of F. Since E is ordinary at p, the subgroup H is a finite
cyclic group of order p. The dual isogeny to F', called the Verschiebung V', is separable
(see [Sil86]) and, since R is p-adically complete, we can uniquely lift V' to an isogeny
V1. E®) — E. Here, E® is a lift to R of E®. Finally, we let H be the kernel of the
dual isogeny to V. This subgroup H is the canonical subgroup, and it lifts H to R.
More details may be found in [Col05].

We need to check the case of the Tate curve. So let Ry and R be as in (3), and let F
be the Tate curve over Ry ((¢q)). Reducing modulo p, the Frobenius map has kernel f,,
which is the reduction of y, as a subgroup scheme of Tateg,, (¢). Hence, by uniqueness,
H = p1,, in this case. [l

9.2 The action of Frobenius

Let R be a p-adically complete ring, and let £/R be an ordinary elliptic curve. Let

H C E be its canonical subgroup, and £’ def E/H, with m: E — E’ the projection. By
functoriality, we get an R-morphism:

m*: Hap(E'/R) — Hap(E/R)

Let now choose a power ¢ of p such that ¢ =1 (mod n), and choose for R the ring
of p-adic modular functions of level n, defined over W (F,) (the Witt vectors over F,),

which we write:
def

R = M (W(F,),1,n,0)
(the 1 in the parameter list refers to the growth 1).

Let E/R be the universal elliptic curve with level-n structure, such that it has
invertible Hasse invariant modulo p. By universality, there is a unique homomorphism
¢: R — R such that

E = g

and the morphism ¢ is precisely the Frobenius morphism on M (W (F,),1,n,0) (a
lifting to char 0 called the “Deligne-Tate map”). As we mentioned above, this induces
a homomorphism

w*: Hi(E'/R) = Hig (E¥[R) = (Hix (E/R))Y — Hiy(E/R)

By composition, we get a ¢-linear endomorphism on Hlg(E/R), F(p) Lo,
As 7* is induced by an R-morphism, the action F'(¢) respects the Hodge filtration:

0— H(E, Qg /) = Hig(E/R) = H'(£,0¢) = 0
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9.3 Serre’s 6 operator 9 SERRE’S OPERATOR

and so it induces actions on H(E, Qg ) and H' (€, Og). We want to compute these
actions, in terms of ¢:

Lemma 9.2. On H°(E,Q ), F(¢) = pp and, on H'(E,0¢), F(p) = .
Proof. O]

If we take the basis w,n adapted to the Hodge filtration, then the matrix of F(¢p)

p/A 0
(e %)
with A € R invertible, and C' € R.

We want to construct a splitting of the Hodge filtration. As the map Hjg(E/R) —
HY(E,O¢) is of the form aw + by + by, this amounts to finding f € R such that
n — fw+n. To make it canonical in some way, we impose that it is F'(¢)-linear. This
is the same as imposing that:

F(p)(fw+n) € R (fw+n)

Using the fact that R is closed with respect to the p-adic topology, we can find such
an f. It is given as:

18:

n(n—1)
def C P2 (1/A) - ¢"(c)
[ = N + ZP IEESY o)
Now, recall that the giving of a splitting is equivalent to the giving of a retraction
ri Hig(E/R) — H°(E,Q ). This retraction will yield, as we have seen, a weight-2
derivation on the algebra of modular forms.

n>1

9.3 Serre’s 0 operator

Let now f(q) be the g-expansion of a modular form of weight k, and let f-w® be the
corresponding global section in w*. Recall the differential operator

d

0= q—.
qdq

We compute df. For that, we think of f - w® as an element of Symm* H},(£/R),
and apply V to it:

P
V(f w®) =df - w®* + kfw® IV (0) = df - w + kfw®kD <_E + 77) :

Next, note that

Y - dg
df = Ggdq = 9(3;) q } = prs(df) = 0(f) - w**

PKS (W®2) =79
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So if we apply golzé to the previous expression and recall that

V) = Lo~ ).

we get
P

((prs @r) 0 Vo) (f) = 6(F) — ki 5.

so that if f is modular of weight k, then

is modular of weight k& + 2.
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